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Chapter 1. Release Notes

Introducing Proficy Historian for Cloud

Proficy Historian is a best-in-class historian software solution that collects industrial timeseries data. It is

secure, fast, and highly efficient.

Proficy Historian for Cloud allows you to deploy the Historian server and its components on cloud
destinations. It supports all the components/tools in the on-premises counterpart of Proficy Historian
(such as collectors, Excel Addin). And it offers all the advantages of cloud technologies.

AWS Marketplace: In addition to Proficy Histori-
@ an for AWS, the Web Admin console and the REST
\n/_ Query service are available in the AWS market-

place.

Load balancing: With the use of Amazon Network D
Load Balancer (NLB), load balancing is achieved. ng

Integration with CloudWatch and CloudTrail: Us-
ing CloudWatch, you can access logs, which help in
troubleshooting issues. Using CloudTrail, you can

access events, and thus view the data consump-

tion while reading or writing data samples.

File Storage in Amazon Elastic File System (EFS):
Files are stored in EFS, thus achieving scalability

and security. It also offers backup and restore op-

tions.

Deployment in Elastic Kubernetes Cluster (EKS):
| | Kﬁ Proficy Historian for AWS is deployed in EKS, thus

achieving high availability.

Secure and highly available: Proficy Historian for
AWS is deployed on a virtual private cloud (VPC). It
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uses private subnets and TLS encryption, thus mak- iy
ing it secure. /7 :
-—d

In addition, Proficy Historian for AWS is deployed
on multiple availability zones. If Data Archiver goes
down, a new one is created in less than 10 sec-

onds, thus making it highly available.

Known Issues and Limitations

Limitations
The following features available in Proficy Historian (on-premises) are not available in Proficy Historian for

Cloud:

- Messages and alerts.

« Configuration Hub

« Enumerated data sets, user-defined data types (UDTs), and array tags

« Collector redundancy

+ Alarms and events archiver

« Diagnostics Manager

+ Historian as an OPC HDA server

« The Calculation collector, the Cygnet collector, the File collector, the iFIX Alarms and Events
collector, the HAB collector, the ODBC collector, the OPC Classic Alarms and Events collector, the
Server-to-Server distributor, and the Wonderware collector.

» The Windows version of public REST APlIs.

Note that the Rest APIs supported for Proficy Historian for Cloud are Predix Timeseries-based
REST APIs (that is, the REST Query service used in the Linux version of Proficy Historian); these

APIs are different from the ones used by Proficy Historian (used on Windows).

In general, any features/components for which information is not available in the Proficy Historian for

Cloud documentation are not supported.

In addition:
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- The performance of Historian Administrator when connected to Proficy Historian for Cloud is not

good. We recommend using the Web Admin console (on page 93), Excel Add-in for Historian (on

page 180), or the REST Query service (on page 128) instead of Historian Administrator.

« Using the Server-to-Server collector, you can only send data from an on-premises Historian server

to the Historian server deployed on cloud; you cannot send data if both the servers are on cloud.

« You cannot back up and restore data using any of the clients. This is because the backup and

restore functions are performed using Elastic File System (EFS).

« Although you can install collectors on-premises or on an EC2 instance in a VPC, you cannot install

the on-premises and cloud versions of collectors on the same machine. You can choose a different

machine or uninstall the existing version of collectors.

Known Issues

rian server to the cloud counterpart, an error occurs, stating, "Unable To Start
the Collector Instance...Please check the parameters provided are valid and

edit the Collector Instance...Press any key to exit the Application".

This issue occurs only if the collector name does not contain a prefix of the

collector type.

Workaround:

1. Access the registry entry for the collector instance.
2. Rename the instance as follows, and close the registry: <collector

type>-<original name of the instance>

For example, if the instance name of a Simulation collector is si nt, re-

name it Si nul ati onCol | ect or - si mi.

Description Tracking ID
Regardless of the security group to which a user belongs, the user has full DE182555
privileges to the Web Admin console.
The context-sensitive Help embedded in the Web Admin console provides in- | DE182556
formation on unsupported features as well. For the most accurate informa-
tion on the supported features for the Web Admin console, refer to About the
Web Admin Console (on page 93).
The uaa_config_tool utility displays NullReferenceException until you entera | DE182557
command and begin using it.
If you try to change the destination of a collector from an on-premises Histo- |DE184118



https://docs.aws.amazon.com/efs/latest/ug/efs-backup-solutions.html
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Description Tracking ID

4. Close the Cl oudHi st ori anConfigurationUtility.exe tool.

Use one of the following prefixes based on the collector type:

- SimulationCollector-

« OPCCollector-

» OPCUACO llector-

* OPCHDACOllector-

« PiCollector-

« PIDistributor-

« iFixCollector-

« ServerToServerCollector-

* MQTTCollector-
. Change the destination of the collector instance (on page 90).
When asked for the name of the collector instance, provide the original
name (without the prefix). In the case of the previous example, enter
si mil.

An error message appears, but it is expected; you can ignore it.

. Access the registry entry for the collector instance, and undo the
changes you made in step 2 (that is, the collector instance should now
contain the original name).

. Close the registry, and start the collector instance.




Chapter 2. Overview

About Proficy Historian for Cloud

Proficy Historian is a best-in-class historian software solution that collects industrial timeseries data. It is

secure, fast, and highly efficient.

Proficy Historian for Cloud allows you to deploy the Historian server and its components on cloud
destinations. Specifically, Proficy Historian for AWS allows you to deploy the Historian server on AWS.

You can deploy Proficy Historian for AWS on your own virtual private cloud (VPC) (on page 20), or you
can let us create one for you (on page 15). You can also use the Historian license (on page 24) if
you have one or opt for a consumption-based model (in which the bill is generated based on your data

consumption).

It supports all the clients in the on-premises counterpart of Proficy Historian (such as collectors, Excel
Addin). You can install them on-premises or on an EC2 instance (either on the same or a different VPC),

and then connect to Data Archiver deployed on AWS.

Advantages of using Proficy Historian for AWS:

« AWS Marketplace: In addition to Proficy Historian for AWS, the Web Admin console and the REST
Query service are available in the AWS marketplace.

« Load balancing: With the use of Amazon Network Load Balancer (NLB), load balancing is achieved.

- Integration with CloudWatch and CloudTrail: Using CloudWatch, you can access logs (on page
367), which help in troubleshooting issues. Using CloudTrail, you can access events (on page
368), and thus view the data consumption while reading or writing data samples.

- File Storage in Amazon Elastic File System (EFS): Files are stored in EFS, thus achieving scalability
and security. You can access the archives and log files (on page 372) created by Historian.

- Secure and highly available: Proficy Historian for AWS is deployed on a virtual private cloud (VPC).
It uses private subnets and TLS encryption, thus making it secure.

In addition, Proficy Historian for AWS is deployed on multiple availability zones. If Data Archiver
goes down, a new one is created in less than 10 seconds, thus making it highly available.

Components of Proficy Historian for AWS

Proficy Historian for AWS contains the following components:
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« Collectors: Collect tag data from various data sources. You can install collectors (on page 26)
on multiple Windows machines. These machines can be on-premises or on a virtual private cloud
(VPC). For information on the various types of collectors, refer to Choosing a Collector (on page
60).

« Clients: Include the Web Admin console, the REST Query service, Excel Addin, and Historian
Administrator. You can use them to retrieve and analyze the data stored in Historian. You can
install them on multiple Windows machines. These machines can be on-premises or on a VPC.

« AWS Network Load Balancer (NLB): Receives data read or write requests from clients or
collectors. If user authentication is needed, these requests are sent to UAA for authentication.
Otherwise, these requests are sent to Data Archiver.

- Amazon Elastic Kubernetes Cluster (EKS): Hosts and maintains scalability and high availability of
the following components:

- Data Archiver: Intercepts requests from NLB. Sends user authentication requests to UAA.
Sends data read/write requests to Amazon Elastic File System (EFS).

> User Account and Authentication (UAA): An application built using Cloud Foundry that
authenticates user credentials and grants access.

- PostgreSQL: A database that stores user credentials.

- Amazon Elastic File System (EFS): Stores tag data in .iha files and configuration data in .ihc files,
along with log files and buffer files. You can access these archive files and log files (on page
372). Itis fully managed, scalable, highly available, and durable.

- CloudWatch: Contains the logs (on page 367) generated by Data Archiver. You can also access
the dashboard, which contains various widgets for your analysis and monitoring.

« CloudTrail: Contains the events (on page 368) generated by Data Archiver, containing information
on the data consumption.

Compatibility with Other GE Products

Proficy Historian for AWS is tested with the following products:

Product Supported Versions

iFIX 2022

Proficy Historian (on-premises) Collectors: 2022, 9.1
The Excel Add-in for Historian: 2022

Historian Administrator: 2022

Operations Hub 2.7
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Product

Supported Versions

To import Historian data into Operations Hub, add
the Historian REST API as a custom data source.

For instructions, refer to https://www.ge.com/digi-
tal/documentation/opshub/windows/windows/t_-

oh_add_Historian_datasource.html.



https://www.ge.com/digital/documentation/opshub/windows/windows/t_oh_add_Historian_datasource.html
https://www.ge.com/digital/documentation/opshub/windows/windows/t_oh_add_Historian_datasource.html
https://www.ge.com/digital/documentation/opshub/windows/windows/t_oh_add_Historian_datasource.html

Chapter 3. Pricing and Billing

Access Pricing Information

About this task
To use Historian, you can choose between the following options:

- License-based (BYOL): If you want to use the BYOL model, you can use your Proficy Historian for
Linux license or buy it, and then apply it (on page 24). You can then proceed to work with Proficy
Historian for Cloud. In this case, you can deploy and use Proficy Historian for AWS directly.

 Consumption-based: If you want to use the consumption-based model, you must pay for using
Proficy Historian for Cloud based on the consumption (that is, the number data samples that are

read/written to Data Archiver).

This topic describes how to access the price for fetching or writing data to Data Archiver per million
samples. This information is available before you deploy Historian. It helps you estimate the cost of using

Historian and plan accordingly.

If, however, you have already begun using Historian, you can access the cost incurred to fetch or write

data to Data Archiver and make payment (on page 9).

Procedure
1. Log in to the AWS console.
2. Access the following URL: https://aws.amazon.com/marketplace/pp/prodview-rbmhtw3icmtqw.
Or, search for Proficy Historian for AWS.
The pricing information of Proficy Historian for AWS appears in the Pricing Information section.

Make Payment for Using Proficy Historian for AWS

About this task

In a consumption-based model, you can use Proficy Historian for AWS. Based on the data consumption,
a bill is generated in the AWS console. You must pay the amount mentioned in the bill to continue using
Historian.

This topic describes how to access your bill and make payment. To access the pricing information, refer

to Access Pricing Information (on page 9).

Procedure
1. Log in to the AWS console.
2. In the upper-right corner of the page, select your username, and then select Billing Dashboard.


https://aws.amazon.com/marketplace/pp/prodview-rbmhtw3icmtqw
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aws Services | Q
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The Billing Dashboard page appears. You can also have the invoice emailed to you.

3. Make the payment.


https://docs.aws.amazon.com/awsaccountbilling/latest/aboutv2/emailed-invoice.html
https://docs.aws.amazon.com/awsaccountbilling/latest/aboutv2/manage-general.html

Chapter 4. Deployment

Deployment Architecture

The following diagram shows the deployment architecture of Proficy Historian for AWS. In this diagram:

« Data Archiver, UAA, and PostgreSQL are deployed in an Elastic Cloud Compute (EC2) instance in a
private subnet inside Amazon Elastic Kubernetes Service (EKS).

« Amazon Elastic File System (EFS) is connected to Data Archiver.

« Network Load Balancer (NLB), AWS collector instances, the Web Admin console and the REST
Query service instances are in a public subnet.

« EFS is in the Virtual Private Cloud (VPC), whereas CloudWatch and CloudTrail are outside the
VPC. EFS sends archiver logs to CloudWatch, which you can use for analysis. CloudTrail is used to
access events.

« Collector 1 and Collector 2 are collector instances created on an on-premises Windows machine.
Similarly, Excel Addin for Historian and Historian Administrator are installed on an on-premises
client machine.

« Collector 3 and Collector 4 are collector instances created on an EC2 instance in a VPC (can be a
different VPC than the one in which the Historian server is deployed).

» The Web Admin console and the REST Query service are deployed as an AMI on an EC2 instance
on a VPC (can be a different VPC than the one in which the Historian server is deployed).
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A
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Historian Admin REST Query Service

How tag data is stored if using collectors of on-premises Proficy Historian (TLS encryption is not used):

1. Collectors send a request to AWS Network Load Balancer (NLB) to write tag data.

2. NLB sends the request to Data Archiver. If user authentication is needed, Data Archiver sends the
request to UAA, which verifies the user credentials stored in PostgreSQL. After authentication, NLB
confirms to the collectors that data can be sent.

3. Data collected by the collector instances is sent to NLB.

4. NLB sends the data to Data Archiver directly. After authentication, Data Archiver stores the data in
EFSin .iha files.

How tag data is stored if using Historian Collectors for Cloud (TLS encryption is used):

1. Collectors send a request to AWS NLB to write tag data. Since the request is encrypted, port 443 is
used.

2. NLB decrypts the request and sends it to Data Archiver. If user authentication is needed, Data
Archiver sends the request to UAA, which verifies the user credentials stored in PostgreSQL. After
authentication, NLB confirms to the collectors that data can be sent.

3. Data collected by the collector instances is encrypted and sent to NLB using port 443.

4. NLB decrypts the data and sends it to Data Archiver. After authentication, Data Archiver stores the
data in EFS in .iha files.
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How data is retrieved:

1. Clients (that is, Excel Addin, the Web Admin console, the REST Query service, or Historian
Administrator) send a request to NLB to retrieve data.

2. NLB sends the request to Data Archiver, which retrieves data from EFS. If, however, user
authentication is needed, Data Archiver sends the request to UAA, which verifies the user
credentials stored in PostgreSQL. After authentication, data is retrieved from EFS.

Prerequisites

Hardware Requirements

Proficy Historian for AWS

Proficy Historian for AWS is deployed in an Elastic Cloud Compute (EC2) instance in Elastic Kubernetes
Cluster (EKS) inside a Virtual Private Cloud (VPC). During deployment choose an instance type based on
your requirement. Our benchmarking results suggest that C5.xLarge supports up to 15 million samples

per minute. You can choose an instance of lower or higher capacity based on the rate of collection.

Collectors

You can install collectors on an on-premises Windows machine. Or, you can install them on a machine in
the same VPC where the Historian server is deployed, or you can choose to deploy in a different VPC.

The following table provides the hardware requirements for installing collectors on an on-premises

Windows machine.

Hardware Component Recommendation

RAM 8 GB

Disk size 80 GB

The Web Admin Console and the REST Query Service

We recommend that you use an EC2 instance of at least t3.medium to deploy the Web Admin console and

the REST Query service Amazon Machine Image (AMI).



Cloud Historian | 4 - Deployment | 14

Software Requirements
Collectors

Install any of the following operating systems:

* Microsoft® Windows® Server 2019

* Microsoft® Windows® Server 2016

* Microsoft® Windows® Server 2012 Standard (64-bit)

* Microsoft® Windows® Server 2012 R2

* Microsoft® Windows® 10 loT

* Microsoft® Windows® 10

* Microsoft® Windows® 8.1 Professional (32-bit or 64-bit)

The other requirements, such as Microsoft®.NET Framework, are installed automatically.

( Note:

If your machine is Firewall/proxy-enabled, Microsoft .NET Framework may not be installed

manually (if it is not available).
-

automatically. In that case, before installing Historian, you must install Microsoft .NET Framework

J

Excel Add-in for Historian

You can install Excel Add-in for Historian on an on-premises machine or on an EC2 instance in a VPC. To
use Excel Add-in for Historian, install any of the following versions of Microsoft® Excel®:

* Microsoft® Excel® 2016 (32 & 64 bit)
+ Microsoft® Excel® 2019 (32 & 64 bit)

Deploying Proficy Historian for AWS

To deploy Proficy Historian for AWS, you need a virtual private cloud (VPC), which allows you to deploy
Proficy Historian into a virtual network that you have defined. For more information, refer to https://

docs.aws.amazon.com/vpc/latest/userguide/what-is-amazon-vpc.html.

Applying the license: You can use Proficy Historian for AWS with or without the Historian license.

Accordingly, the following products are available in the AWS marketplace:


https://docs.aws.amazon.com/vpc/latest/userguide/what-is-amazon-vpc.html
https://docs.aws.amazon.com/vpc/latest/userguide/what-is-amazon-vpc.html
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- Bring your own license (BYOL): Use this product if you have the Historian for Linux license (or if
you plan to get one). After you deploy Proficy Historian for AWS, apply the license (on page 24).

» Consumption-based: Use this product if you do not have the Historian for Linux license. A bill is
generated based on your data consumption. For information on the pricing, refer to Access Pricing

Information (on page 9).
Deployment options:

« By creating a new VPC (on page 15): Use this option if you do not have a VPC, or if you want to
create a separate VPC for Proficy Historian. If you choose this option, a new VPC is created, along
with the public and private subnets (one for each availability zone), the NAT Gateway, and IGW.
Proficy Historian for AWS is then deployed in that VPC.

« By using an existing VPC (on page 20): Use this option if you already have a VPC in which you
want to deploy Proficy Historian for AWS as well. If you choose this option, Proficy Historian, along

with the required resources, is deployed in your VPC.
After you deploy Proficy Historian for AWS, the following resources are deployed in the stack:

« Elastic Kubernetes Service (EKS): Contains a cluster of EC2 instances.

« Elastic File System (EFS): Stores the tag data and the tag configuration details.

 Network Load Balancer (NLB): Receives requests from collector/client machines and directs
them to the UAA service. The NLB DNS is also called the public IP address of the NLB. It is used
to establish a connection between the Historian server and collectors/clients deployed on an on-
premises machine or on a different VPC.

« EC2 Instance: Contains the Data Archiver, Proficy Authentication, and PostgreSQL containers.

For more information on these components, refer to Deployment Architecture (on page 117).

Deploy Proficy Historian for AWS in a New VPC

Before you begin
Ensure that you are in the region in which you want to deploy Proficy Historian for AWS. The following
regions are supported:

« Asia Pacific (Hong Kong)

+ Asia Pacific (Tokyo)

+ Asia Pacific (Seoul)

« Asia Pacific (Mumbai)

« Asia Pacific (Singapore)

« Asia Pacific (Sydney)


https://docs.aws.amazon.com/eks/latest/userguide/what-is-eks.html
https://docs.aws.amazon.com/efs/latest/ug/whatisefs.html
https://docs.aws.amazon.com/elasticloadbalancing/latest/network/introduction.html
https://aws.amazon.com/ec2/instance-types/
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« Canada (Central)

« Europe (Frankfurt)

« Europe (Stockholm)

« Europe (Ireland)

« Europe (London)

« Europe (Paris)

« Middle East (Bahrain)
« South America (Sao Paulo)
« US East (N. Virginia)

« US East (Ohio)

+ US West (N. California)
+ US West (Oregon)

(o
Note:
By default, each region can contain up to five VPCs. Therefore, if the region in which you want to

deploy Proficy Historian for AWS has already reached the limit, you can deploy it in an existing

VPC (on page 20). Or you can choose a different region.
-

About this task
This topic describes how to deploy Proficy Historian for AWS in a new VPC. Alternatively, you can deploy
Proficy Historian for AWS in an existing VPC (on page 20).

Procedure
1. Log in to the AWS marketplace.
2. Search for Proficy Historian.
3. In the list of products that appear, if you have the Historian for Linux license, select Proficy
Historian for AWS.
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proficy historian (3 results) showing 1 - 3 15 &

Sort By: Relevance v

WebAdmin and Rest API for Proficy Historian

By GE Digital | Ver 20221

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the performance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

I Proficy Historian for AWS (Term License)
FLnra

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

Or, if you want to use the consumption model, select Proficy Historian for AWS (Consumption

Pricing).

proficy historian (3 results) showing 1 -3 15 &

Sort By: Relevance L

WebAdmin and Rest API for Proficy Historian

By GE Digital | Ver 2022.1

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the perfermance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing) I
By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

Proficy Historian for AWS (Term License)
By GE Digital | Ver 20221

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

4. Select Continue to Subscribe.
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The terms and conditions appear.
5. Select Continue to Configuration.
The Configure this software page appears.
6. Enter values as described in the following table.

Field Description

Fulfillment option Select CloudFormation Template.

Software version Select 2022.1.

7. Select Continue to Launch.

The Launch this software page appears.

8. Under Deployment template, select Deploy Proficy Historian including the VPC Creation.
The Quick create stack page appears. All the fields in the Parameters section are populated
automatically.

9. Enter values as described in the following table.

Field/Section Description

Stack name Enter a name for the stack. A value is required and must be
unique. The value can include all alphanumeric characters and
dashes. It must begin with an alphabetic character and cannot
exceed 128 characters.

New VPC Configuration Modify values in the section, or leave the default values as is.
You can also choose to disable the client VPN endpoint if need-
ed.

EKS cluster name Enter a unique name for the Elastic Kubernetes Service (EKS)
cluster. A value is required, must be unique, and must be less

than 28 characters.

Instance type Choose an instance type based on your requirement. Our bench-
marking results suggest that C5.xLarge supports up to 15 mil-
lion samples per minute. You can choose an instance of lower
or higher capacity based on the rate of collection.

UAA Configuration Enter a password to connect to UAA. Make a note of this value;
you will need it to connect the Historian server with collectors
and clients (such as the Web Admin console, the REST Query

service, the Excel Add-in for Historian, and so on).
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Field/Section Description

The value that you enter must contain:
« Minimum eight characters
« At least one each of uppercase and lowercase letters
« At least one number
- At least one special character from among |@#%*._*+~:?-

CloudWatch Logging By default, the option to send logs to CloudWatch is enabled.
This will allow you to send Data Archiver logs to CloudWatch;
you can later access the logs (on page 367) and monitor
them.

And, the retention period is set to 30 days, after which the logs
are deleted. If needed, you can change the retention period. We
strongly recommend that you do not disable logging.

TLS Configuration Provide the ARN of an SSL certificate. If you leave this field
blank, we generate an openSSL certificate. However, we recom-
mend that you provide a trusted certificate.

10. If needed, you can choose to enable the client VPN endpoint for additional security.
11. Select the check boxes to acknowledge the capabilities required by CloudFormation, and then
select Create stack.

The stack is created, along with a VPC with two private and two public subnets.

@ CAUTION:

Do not update or delete the stack; you can lose data.

What to do next
1. Apply the Proficy Historian for Linux license if you have one (on page 24).
2. Based on your requirement, install collectors (on page 26) or the Web Admin console and the

REST Query service (on page 33).
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Deploy Proficy Historian for AWS in an Existing VPC

Before you begin
1. Create a virtual private cloud (VPC), and make a note of the VPC configuration (that is, the
IDs of the VPC, subnets, and so on). For instructions, refer to https://docs.aws.amazon.com/
managedservices/latest/userguide/find-vpc.html and https://docs.aws.amazon.com/
managedservices/latest/userguide/find-subnet.html.
2. Ensure that you are in the region in which you want to deploy Proficy Historian for AWS. The
following regions are supported:
« Asia Pacific (Hong Kong)
« Asia Pacific (Tokyo)
- Asia Pacific (Seoul)
« Asia Pacific (Mumbai)
- Asia Pacific (Singapore)
« Asia Pacific (Sydney)
« Canada (Central)
« Europe (Frankfurt)
« Europe (Stockholm)
« Europe (Ireland)
« Europe (London)
« Europe (Paris)
« Middle East (Bahrain)
+ South America (Sao Paulo)
« US East (N. Virginia)
« US East (Ohio)
+ US West (N. California)
+ US West (Oregon)

About this task
This topic describes how to deploy Proficy Historian for AWS in an existing VPC. Alternatively, you can
deploy Proficy Historian for AWS in a new VPC (on page 15).

Procedure
1. Log in to the AWS marketplace.
2. In the list of products that appear, if you have the Historian for Linux license, select Proficy
Historian for AWS.


https://docs.aws.amazon.com/workspaces/latest/adminguide/amazon-workspaces-vpc.html
https://docs.aws.amazon.com/managedservices/latest/userguide/find-vpc.html
https://docs.aws.amazon.com/managedservices/latest/userguide/find-vpc.html
https://docs.aws.amazon.com/managedservices/latest/userguide/find-subnet.html
https://docs.aws.amazon.com/managedservices/latest/userguide/find-subnet.html
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proficy historian (3 results) showing 1 - 3 15 &

Sort By: Relevance v

WebAdmin and Rest API for Proficy Historian

By GE Digital | Ver 20221

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the performance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

I Proficy Historian for AWS (Term License)
FLnra

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

Or, if you want to use the consumption model, select Proficy Historian for AWS (Consumption

Pricing).

proficy historian (3 results) showing 1 -3 15 &

Sort By: Relevance L

WebAdmin and Rest API for Proficy Historian

By GE Digital | Ver 2022.1

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the perfermance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing) I
By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

Proficy Historian for AWS (Term License)
By GE Digital | Ver 20221

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

3. Select Continue to Subscribe.
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The terms and conditions appear.

4. Select Continue to Configuration.

The Configure this software page appears.

5. Enter values as described in the following table.

Field

Description

Fulfillment option

Select CloudFormation Template.

Software version

Select 2022.1

6. Select Continue to Launch.

The Launch this software page appears.

7. Under Deployment template, select Deploy Proficy Historian in the Existing VPC.

The Quick create stack page appears.

8. Enter values as described in the following table.

Field/Section

Description

Stack name

Enter a name for the stack. A value is required and must be
unique. The value can include all alphanumeric characters and
dashes. It must begin with an alphabetic character and cannot
exceed 128 characters.

VPCID

Enter the ID of the VPC on which you want to deploy Proficy His-
torian for AWS. For instructions on how to the find the VPC ID,
refer to https://docs.aws.amazon.com/managedservices/lat-
est/userguide/find-vpc.html.

Private Subnets and Public
Subnets IDs

Enter the IDs of the two private and the two public subnets in
your VPC. For instructions on how to find these IDs, refer to
https://docs.aws.amazon.com/managedservices/latest/user-

guide/find-subnet.html.

EKS cluster name

Enter a unique name for the Elastic Kubernetes Service (EKS)
cluster. A value is required, must be unique, and must be less
than 28 characters.

Instance type

Choose an instance type based on your requirement. Our bench-
marking results suggest that C5.xLarge supports up to 15 mil-
lion samples per minute. You can choose an instance of lower

or higher capacity based on the rate of collection.



https://docs.aws.amazon.com/managedservices/latest/userguide/find-vpc.html
https://docs.aws.amazon.com/managedservices/latest/userguide/find-vpc.html
https://docs.aws.amazon.com/managedservices/latest/userguide/find-subnet.html
https://docs.aws.amazon.com/managedservices/latest/userguide/find-subnet.html
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Field/Section Description

UAA Configuration Enter a password to connect to UAA. Make a note of this value;
you will need it to connect the Historian server with collectors
and clients (such as the Web Admin console, the REST Query
service, the Excel Add-in for Historian, and so on).

The value that you enter must contain:
« Minimum eight characters
- At least one each of uppercase and lowercase letters
- At least one number
- At least one special character from among |@#%*._*+~:?-

CloudWatch Logging By default, the option to send logs to CloudWatch is enabled.
This will allow you to send Data Archiver logs to CloudWatch;
you can later access the logs (on page 367) and monitor

them.

And, the retention period is set to 30 days, after which the logs
are deleted. If needed, you can change the retention period. We

strongly recommend that you do not disable logging.

TLS Configuration Provide the ARN of an SSL certificate. If you leave this field

blank, we generate an openSSL certificate. However, we recom-

mend that you provide a trusted certificate.

9. If needed, you can choose to enable the client VPN endpoint for additional security.
10. Select the check boxes to acknowledge the capabilities required by CloudFormation, and then
select Create stack.

The stack is created, along with a VPC with two private and two public subnets.

@ CAUTION:

Do not update or delete the stack; you can lose data.

What to do next
1. Apply the Proficy Historian for Linux license if you have one (on page 24).
2. Based on your requirement, install collectors (on page 26) or the Web Admin console and the
REST Query service (on page 33).
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Applying the Historian License (BYOL)

Before you begin
« Upload the Proficy Historian for Linux license in Amazon S3.
« Deploy Proficy Historian for AWS (on page 14).

Procedure

1. Log in to the AWS marketplace. Ensure that you are in the same region in which you have deployed
Proficy Historian for AWS.
2. Search for Proficy Historian.

3. In the list of products that appear, select Proficy Historian for AWS.

proficy historian (3 results) showing 1 - 3 1 &

Sort By: Relevance v

WebAdmin and Rest API for Proficy Historian
By GE Digital | Ver 2022.1
WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy

Historian. This improves the performance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

I Proficy Historian for AWS (Term License)
LD

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

4. Select Continue to Subscribe.
The terms and conditions appear.
5. Select Continue to Configuration.
The Configure this software page appears.
6. Enter values as described in the following table.

Field Description

Fulfillment option Select CloudFormation Template.

Software version Select 2022.1.




7. Select Continue to Launch.
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8. Under Deployment template, select Proficy Historian License - BYOL.

The Quick create stack page appears.

9. Enter values as described in the following table.

Field/Section

Description

Stack name

Enter a name for the stack. A value is required and must be
unique. The value can include all alphanumeric characters and
dashes. It must begin with an alphabetic character and cannot
exceed 128 characters.

EKS cluster name

Enter the EKS cluster name in which you deployed Proficy Histo-
rian for AWS. A value is required.

0 Tip:

You can find it in the list of EKS clusters.

S3 URL

Enter the URL of the Historian license that you have uploaded in
Amazon S3. A value is required.

10. Select Create stack.

The license is applied.

What to do next

Based on your requirement, install collectors (on page 26) or the Web Admin console and the REST

Query service (on page 33).

Enable Debugging

Before you begin

Deploy Proficy Historian for AWS (on page 14).

About this task

This topic describes how to turn on the debug mode for archive logs. Using the debug mode helps in

troubleshooting issues. However, there can be performance issues.
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Procedure

1. Log in to the AWS console. Ensure that you are in the same region in which you have deployed

Proficy Historian for AWS.

2. Access one of the following URLs based on your deployment type:

« For consumption model, access https://ap-northeast-1.console.aws.amazon.com/

cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https:/

/proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-

meter.yaml

« For license-based model (BYOL), access https://ap-northeast-1.console.aws.amazon.com/

cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https:/

/proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-

BYOL.yaml

The Quick create stack page appears.

3. Enter values as described in the following table.

Field

Description

Stack name

Enter a name for the stack. A value is required and must be
unique. The value can include all alphanumeric characters and
dashes. It must begin with an alphabetic character and cannot
exceed 128 characters.

Cluster name

Enter the EKS cluster name in which you deployed Proficy Histo-

rian for AWS. A value is required.

o Tip:

You can find it in the list of EKS clusters.

S3URL Enter the URL of the Historian license that you have uploaded
in Amazon S3. A value is required. This field appears only if you
have selected the URL for BYOL.

Debug Mode Select on.

4. Select Create stack.
Debugging is enabled.

About Installing Collectors

Collectors are used to collect data from various data sources and send the data to the Historian server.



https://ap-northeast-1.console.aws.amazon.com/cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https://proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-meter.yaml
https://ap-northeast-1.console.aws.amazon.com/cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https://proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-meter.yaml
https://ap-northeast-1.console.aws.amazon.com/cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https://proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-meter.yaml
https://ap-northeast-1.console.aws.amazon.com/cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https://proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-meter.yaml
https://ap-northeast-1.console.aws.amazon.com/cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https://proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-BYOL.yaml
https://ap-northeast-1.console.aws.amazon.com/cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https://proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-BYOL.yaml
https://ap-northeast-1.console.aws.amazon.com/cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https://proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-BYOL.yaml
https://ap-northeast-1.console.aws.amazon.com/cloudformation/home?region=ap-northeast-1#/stacks/quickcreate?templateURL=https://proficy-historian.s3.us-east-2.amazonaws.com/v1.0/historian-configuration-template-BYOL.yaml
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You can install collectors on-premises or on an EC2 instance in a VPC (which can be the same one as the
Historian server or a different one). However, you cannot install the on-premises and cloud versions of
collectors on the same machine. You can choose a different machine or uninstall the existing version of

collectors.

You can install collectors using the installer (on page 27) or at a command prompt (on page 317).

Install Collectors Using the Installer

About this task
This topic describes how to install collectors using an installer. You can also install them at a command

prompt (on page 317).

Procedure

1. Download the collectors installer from the following path: https://historian-collectors-and-
clients.s3.us-east-2.amazonaws.com/collectors/Historian_Collectors_For_Cloud.zip

2. Extract the contents, and launch the collectors installer.
The welcome page appears.

3. Select Next.
The license agreement appears.

4. Select the Accept check box, and then select Next.
The installation drive page appears.


https://historian-collectors-and-clients.s3.us-east-2.amazonaws.com/collectors/Historian_Collectors_For_Cloud.zip
https://historian-collectors-and-clients.s3.us-east-2.amazonaws.com/collectors/Historian_Collectors_For_Cloud.zip
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Where to install the Historian Collector(s)?

Choose an available disk.

Previous Mext

5. If needed, change the default installation drive, and then select Next.

The data directory page appears.



Cloud Historian | 4 - Deployment | 29

Data Directory

DETENMICIMGIN  C:\Proficy Historian Data

Browse

Previous Mext

6. If needed, change the folder for storing the collector log files, and then select Next.
The destination Historian server page appears.
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Historian Server Details

Provide a valid windows user of the default Historian server to which the
Remote Collector Manager will connect.

Historian Server:
User Name:
Password:

Confirm Password:

Mote: If the Historian server and collectors are installed on the same machine, you need not
provide the details; by default, the machine name of the local Historian server is considered. If,
however, they are installed on different machines, you must provide the credentials of the
Historian server user.

If the password changes, you must reinstall Remote Management Agents to reset the password.

Previous Next

7. Enter values as described in the following table.

Field Description

Historian Server Enter the Amazon Network Load Balancer (NLB) DNS.

-
e Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have deployed
Proficy Historian for AWS.

b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, select
Load Balancers.

d. Select the load balancer for which you want to find the
DNS.

e. In the Description section, copy the DNS name.
- J

User Name Enter the username to connect to Proficy Historian for AWS.
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Field Description

Password Enter the password to connect to Proficy Historian for AWS.

6 Tip:

This is the value you entered in the Password field under UAA

Configuration when you created the stack.

Confirm Password Reenter the password.

8. Select Next.
A message appears, stating that you are ready to install collectors.
9. Select Install.

The installation begins. Reboot your system if prompted to do so.

Results

« For Windows 64 bit, the 32-bit collector executable files are installed in the following folder:
<installation drive>\ProgramFiles (x86)\GE Digital\<collector nane>,
and the 64-bit collector executable files are installed here: <i nstal | ati on drive>:\Program
Files\CGE Digital\<collector name>.

« For Windows 32 bit, the 32-bit collector executable files are installed in the following folder:
<installation drive>:\Program Fil es\GE Digital\<collector nanme>.64-bit
collectors are not supported for Windows 32 bit.

What to do next
Create a collector instance. For information on which collector type to use, refer to Choosing a Collector
(on page 60).

Installing a Collector at a Command Prompt

About this task
This topic describes how to install collectors at a command prompt. You can also install them using the
installer (on page 27).

Procedure
1. Download the collectors installer from the following path: https://historian-collectors-and-
clients.s3.us-east-2.amazonaws.com/collectors/cloud_collector_installer.zip
2. Extract the contents, and access the folder containing the Col | ect ors_I nstal | . exe file.
3. At a command prompt, enter:


https://historian-collectors-and-clients.s3.us-east-2.amazonaws.com/collectors/cloud_collector_installer.zip
https://historian-collectors-and-clients.s3.us-east-2.amazonaws.com/collectors/cloud_collector_installer.zip
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Col l ectors_Install.exe -s RootDrive=<val ue> Desti nati onServer Nane=<val ue> Dat aPat h=<val ue>

User Nanmel=<val ue> Passwor d=<val ue>

Parameter Description Default Value
RootDrive The installation drive for the collectors. C\
DataPath The folder for storing the collector log files. C.\Proficy Histo-
rian Data
DestinationServer- Enter the Amazon Network Load Balancer local host name
Name (NLB) DNS.
e N
0 Tip:
To find the NLB DNS:
a. Access the EKS cluster on which
you have deployed Proficy Histo-
rian for AWS.
b. Access the EC2 instance.
c. In the navigation pane, under
Load Balancing, select Load
Balancers.
d. Select the load balancer for
which you want to find the DNS.
e. In the Description section, copy
the DNS name.
- /
UserName1 The username to connect to Proficy Historian
for AWS.
Password The password to connect to Proficy Historian
for AWS.

For example: Col | ectors_I nstal | . exe -s RootDrive=C:\ Desti nationServer Nane=nyQr g. com

Dat aPat h=C: \ Proficy Hi storian Data User Namel=user 123 Passwor d=xyz123

4. Restart the machine. If you uninstall a collector or install another one before restarting the

machine, an error may occur.




Cloud Historian | 4 - Deployment | 33

Results
- For Windows 64 bit, the 32-bit collector executable files are installed in the following folder:
<installation drive>\ProgramFiles (x86)\GE Digital\<collector nane>,
and the 64-bit collector executable files are installed here: <i nst al | ati on drive>:\Program
Files\CGE Digital\<collector name>.
« For Windows 32 bit, the 32-bit collector executable files are installed in the following folder:
<installation drive>: \Program Fil es\GE Digital\<collector nanme>.64-bit

collectors are not supported for Windows 32 bit.

What to do next
Create a collector instance. For information on which collector type to use, refer to Choosing a Collector
(on page 60).

Deploying the Web Admin Console and the REST Query
Service

Deploy the Web Admin Console and the REST Query Service by Launching
through EC2

Before you begin

Deploy Proficy Historian for AWS (on page 14).

About this task

The Web Admin console (on page 93) is a web-based user interface, which you can use to monitor,
supervise, archive, retrieve, and control data stored in the Historian server. And, the REST Query service
(on page 128) contains APIs to fetch data from the Historian database.

This topic describes how to deploy the Web Admin console and the REST Query service using an Amazon
Machine Image (AMI) by launching though EC2. You can also deploy them by launching from a website
(on page 39).

When you deploy the AMI, you will create a key pair (or use an existing one), which will be used later to
connect the Web Admin console and the REST Query service with the Historian server.

Procedure
1. Log in to the AWS marketplace.
2. Search for Proficy Historian.
A list of products in Proficy Historian appears.
3. Select WebAdmin and Rest API for Proficy Historian.
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proficy historian (3 results) showing 1 - 3

<1 @

Sort By: Relevance v

WebAdmin and Rest API for Proficy Historian I
Lmru'rn“ T T Ver 20227

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the performance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)
By GE Digital | Ver 2022.1
Proficy Historian is a best-in-class historian software solution that collects industrial time-series

data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

Proficy Historian for AWS (Term License)

By GE Digital |Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

The product overview and other details appear.

4. Select Continue to Subscribe.

through HLE.
Verghon
By
Cmegoried

Operating Syslem

Doy Mithods

Qverview

WebAdmin and Rest API for Proficy Historian

By GE Digital ('  Latest Ver

Sawe 1o List

Typical Total Price

$0.042/hr

‘WebaAdmin and Rest AP contsiners Connect b Proficy Historian running on EKS.

LimwneUni
i Dol b

Pricing Usage Support Reviews

Product Overview

Webddmin and REST AP conLaines are delpeyed on EC? InsLande in the Same
VPC of Proficy Historian, This improves the performance in terms of connectivity
and response. The deployments cornect to Proficy Historian running on EXS

Highlights

= Eaty to connect to Proficy Historian and High
Performance

MVR-0.9
GE Digital 2
Industrial laT

LirsufUnix, Amazom Limux 51082
&3.35%amm?

Amagon Maching Inage

Your request for subscription is processed.
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5. Select Continue to Configuration.

=
@ WebAdmin and Rest API for Proficy Historian Continue ta Configuration

Gl

Subscribe to this software

Yoarre subscribed to this software, Please see the terms and [|.'iru".:'_I details below or click the button above ta

configure your saftware.

Terms and Conditions
GE Digital Offer

You have subscribed to this software and agreed that your use of this software is subject to the pricing terms
and the seller's End User License Agreement (ELILA) [, You agreed that AWS may share information about this
transaction (incleding your payment tenms) with the respective seller, reseller or underlying provider, as
applicable, in accordance with the AWS Privacy Notice . AWS will issue involces and collect payments from
you an behall of the seller through your AWS account. Your use of AWS services remains subject to the ANS
Customer Agreement’ or other agreement with AWS governing your use of sisch services.

Proauct EMfiectieg clate Expirnticsn dute AN

‘Webihdmin and Rest AP for Proficy Historian SITIR02Z MfA w Show Details

The Configure this Software page appears.
6. Enter values as described in the following table.

Field Description
Fulfilment option Select 64-bit (x86) Amazon Machine Image
(AMI).
Software version Select 2022.1.
Region Select the region on which you want to deploy

the Web Admin console and the REST Query
service. For optimum performance, we recom-
mend that you use the same region as the one
on which you have deployed Proficy Historian
for AWS.

7. Select Continue to Launch.
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@ WebAdmin and Rest AP for Proficy Historian

4511 .9

Configure this software

Choose a fulfillment option and software verskon to launch this softeare.

Fulfiliment option

64-bit (136) Amaron Machine Image (AMI)

Saltwane version

FIVP-0.5 (May 09, 2022) w
Regicn
LS East [N, Wirginia) -

Use of Local Zones of WaveLength infrastrctiane deployment may alier your finsl peicing

Ami Id: ami=050007 3808 1 GOS0
Ami Mixs: fawsfservice/marketplace/prod- Syansyomy 2ublmvp-0.9 Leam Maore m
Product Code: afvetiplae | zh 2idh Slgpnide

Releate notes lupdated May 9, 2022

Pricing information

Saftware Pricing

Wiebihdmin snd ot
st A fes
Proficy Histadan

Infrastructune Pricing
14 1 * thmasdiom
Mty Extimate SI000/manlh

The Launch this software page appears.

8. In the Choose Action field, select Launch through EC2, and then select Launch.
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WebAdmin and Rest API for Proficy Historian

Launch this software

Review the launch configuration details and follow the instructions to launch this software.

Configuration details

Fulfillment option 64-bit (x86) Amazon Machine Image [(AMI)
WebAdmin and Rest AP| for Proficy Historian

Software version MVP-0.9

Region S East (M. Virginia)

Usage instructions

Choose Action

Choose this action to launch your configuration through the

Launch through EC2 e Amazon EC2 console.

Launch
The Launch an instance page appears.
9. Enter values as described in the following table.
Field Description
Name Enter a tag name for the instance.
Instance type Select the instance type for the Web Admin

console and the REST Query service. Choose
the type based on your data consumption.
We recommend a minimum configuration of
t3.medium.

Key pair Select a key pair of the type RSA and for-
mat .pem, if you have one. If not, you can create
a key pair.

10. Under Network settings, select Edit.


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
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v Network settings Edit

Metwork
vpc-fheb8586

Subnet

No preference (Default subnet in any availability zone)

Auto-assign public IP

Enable

Security groups (Firewall) Info

A security group is a set of firewall rules that control the traffic for your instance, Add rules to allow specific traffic to reach your instance
We'll create a new security group called "‘WebAdmin and Rest API for Proficy Historian-MVP-0.9-AutogenByAWSMP-
-1" with the following rules:

e, Anywhere -
00,0000
ety o™ Anywhere v
Allow CUSTDMTCIPtraHhc from Anywhere .
0.0.0.0/0
11. Enter values as described in the following table.
Field Description
VPC Select the VPC on which you want to deploy the Web Admin console and the
REST Query service.
Subnet Select the public subnet of the VPC on which you have deployed Proficy His-
torian for AWS. If you have used the default VPC, you need not provide the
subnet details.

12. Under Inbound security groups rules, enter the following values for security group rules 1 and 2

respectively:

Type Protocol Port Range Source type

SSH TCP 22 Select Custom, and enter the public IP address of the
machine or network from which you want to access
the Web Admin console and the REST Query service.
Provide a static IP address, or use the CIDR notation

(for example, <IP address>/16).
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Type Protocol Port Range Source type
Custom TCP 9443 Select Custom, and enter the public IP address of the
TCP Rule machine or network from which you want to access

the Web Admin console. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the Web Admin console only
from your local machine, select My IP.

Custom TCP 8989 Select Custom, and enter the public IP address of the
TCP Rule machine or network from which you want to access
the REST Query service. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the REST Query service only

from your local machine, select My IP.

13. As needed, configure storage and advance settings.
14. Select Launch Instance.
The Web Admin console and the REST Query service are deployed.

What to do next
Connect the Web Admin console and the REST Query service with Proficy Historian for AWS. (on page
109)

Deploy the Web Admin Console and the REST Query Service by Launching
from Website

Before you begin
Deploy Proficy Historian for AWS (on page 14).

About this task

The Web Admin console (on page 93) is a web-based user interface, which you can use to monitor,
supervise, archive, retrieve, and control data stored in the Historian server. And, the REST Query service
(on page 128) contains APIs to fetch data from the Historian database.

This topic describes how to deploy the Web Admin console and the REST Query service using an Amazon
Machine Image (AMI) by launching from a website. You can also deploy them by launching through EC2
(on page 33).
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When you deploy the AMI, you will create a key pair (or use an existing one), which will be used later to
connect the Web Admin console and the REST Query service with the Historian server.

Procedure
1. Log in to the AWS marketplace.
2. Search for Proficy Historian.
A list of products in Proficy Historian appears.
3. Select WebAdmin and Rest API for Proficy Historian.

proficy historian (3 results) showing 1-3 | @

Sort By: Relevance v

I WebAdmin and Rest API for Proficy Histoerian I
iy igital | Ver 20227

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the perfermance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

Proficy Historian for AWS (Term License)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

The product overview and other details appear.
4. Select Continue to Subscribe.
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WebAdmin and Rest API for Proficy Historian
By GE Digital ' Latesit Vieridor MVP-09

‘Webadmin and Rest AP containers Connect 1o Proficy Historian running on EES.

Lirng/Uini

Overview Pricing Usage Support

Product Overview

WebAdmin and REST AP conlainess are delpoyed on ECT livLangs i the Saeme
VPC of Proficy Historian. This. improves the performance in terms of connectivity
and response. The deployments cornect to Proficy Historian renning on EXS

Highlights

through HLE.
Performance

Version MYP-0.5
By GE Digital (£
Categoried Industrial laT
Operating System LirsusifUnix, Amazon Linus 51082

B3.35%ammn}
Delpmery Methads Amazon Machine Inage

= Eagy to connect to Proficy Historian and High

Sawe to List

Typical Total Price
$0.042/hr

Ve Db

Reviews

Your request for subscription is processed.
5. Select Continue to Configuration.

@

o ot

WebAdmin and Rest API for Proficy Historian

Dt

Sulrribe

Subscribe to this software

You're subscribed o this software, Please see the terms and pricing details below or click the button above to
configure your software.

Terms and Conditions
GE Digital Offer

You have subscoribed to this software and agreed that your use of this software is subject to the pricing terms
and the seller's End User License Agreement (EULA) . You agreed that AWS may share information about this
transaction (incleding your payment tenms) with the respective seller, reseller or underlying provider, as
applicable, in accordance with the AWS Privacy Notice [, AWS will Issue invoboes and collect payments from
you on behalf of the seller through your AWS account. Your use of AWS services remaing subject to the AWS
Customer Agreement™ or other agreement with AWS governing your use of such services.

w Show Details

Webikdmin and Rest AP1 for Proficy Historian

SM7r2022

The Configure this Software page appears.
6. Enter values as described in the following table.
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Field Description
Fulfilment option Select 64-bit (x86) Amazon Machine Image
(AMI).
Software version Select 2022.1.
Region Select the region on which you want to deploy

the Web Admin console and the REST Query
service. For optimum performance, we recom-
mend that you use the same region as the one
on which you have deployed Proficy Historian
for AWS.

7. Select Continue to Launch.

-'/ \\

WebAdmin and Rest API for Proficy Historian

Soulimng

Configure this software

Choose a fulfillment option and software version to launch this softeare.

Fulfitiment option

Regien
IS Earst |
e of Local Zonses or WaveLength infrastrsctune deployment may alter your finald peicing
Ami Id: ami-050007 3808 1 GOS0
Ami Mizs: fxonfserdicefmarketplace prod- Syareyormy 2ubl/mep-009 Le More m

Product Code: aBvnatipane 120 2kdh Slgpnide

Continue 1o Laundch

Pricing information

Software Pricing

WebAdmin and §0,
et AP fow

Proficy Histeran

Infrastructure Pricing
1% 1" {hmediam

Musithly Eslimale SR0U00 meonlk

The Launch this software page appears.

8. In the Choose Action field, select Launch from Website, and then select Launch.
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Launch this software

Review the launch configuration details and follow the instructions to launch this software.

Configuration details

Fulfillment option 64-bit (x86) Amazon Machine Image (AMI)
WebAdmin and Rest AP for Proficy Historian

Software version MYP-0.9

Region US East (N. Virginia)

Choose Action

. Choose this action to launch from this website
Launch from Website ks

9. Enter values as described in the following table.

Field Description

EC2 Instance type Select the instance type for the Web Admin
console and the REST Query service. Choose
the type based on your data consumption.
We recommend a minimum configuration of

t3.medium.

VPC Settings Select the VPC on which you want to deploy the
Web Admin console and the REST Query ser-
vice.

Subnet Settings Select the public subnet of the VPC on which

you have deployed Proficy Historian for AWS.
If you have used the default VPC, you need not

provide the subnet details.

10. Under Security Group Settings, select Create New Based on Seller Settings.
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WebAdmin and Rest API for Proficy Historian

VPC Settings

* indicates a default wvpc

&

Create a VPC in EC2

Subnet Settings

IPvd CIDR block:

Q

Create a subnet in EC2

(Ensure you are in the selected VPC above)

Security Group Settings

A security group acts as a firewall that controls the traffic allowed to reach one or more instances. You can create a new

security group based on seller-recommended settings or choose one of your existing groups. Learn more

Select a security group -

Create New Based On Seller Settings

11. Enter a name and description for the security group. In the Source (IP or Group) column, leave the
default value (Anywhere) as is for now. You will change these values later.
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Security Group Settings

WebAdmin and Rest API for Proficy Historian

A security group acts as a firewall that controls the traffic allowed to reach one or more instances. You can create a new

security group based on seller-recommended settings or choose one of your existing groups. Learn more

Create new based on seller settings

A new security group will be generated by AWS Marketplace, It is based on recommended settings for WebAdmin and
Rest AP for Proficy Historian version MVP-0.9,

Name your security Group

|

Description

|

known IP addresses,

wp 22
tep 8989
tep 9443

Rules with source of 0.0.0.0/0 allows all IP addresses to access your instance. We recommend limiting access to only

Source (IP or Group

Anywhe 0.0.0.0/0

0.0.0.0/0

Armywhe

Anywhe -~ §000.0.0/0

Cancel

12. Select Save.

13. Under Key Pair Settings, select a key pair of the type RSA and format .pem. If you do not have a key

pair, you can create it.

14. Under Inbound security groups rules, enter the following values for security group rules 1 and 2

respectively:

Type Protocol

Port Range

Source type

SSH TCP

22 Select Custom, and enter the public IP address of the

machine or network from which you want to access
the Web Admin console and the REST Query service.



https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
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Type

Protocol

Port Range

Source type

Provide a static IP address, or use the CIDR notation

(for example, <IP address>/16).

Custom
TCP Rule

TCP

9443

Select Custom, and enter the public IP address of the
machine or network from which you want to access
the Web Admin console. Provide a static IP address, or

use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the Web Admin console only
from your local machine, select My IP.

Custom
TCP Rule

TCP

8989

Select Custom, and enter the public IP address of the
machine or network from which you want to access
the REST Query service. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the REST Query service only

from your local machine, select My IP.

15. Select Launch.

The Web Admin console and the REST Query service are deployed.
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What to do next
1. Edit the inbound security rules:
a. In the success message that appears at the top of the page, select EC2 Console.

Launch this software

Congratulations! An instance of this software is successfully deployed on EC2!

AMI ID: (View Launch Configuration Details)

You can view this instance on{EC2 Console.fYou can also view all instances on Your Software. Software and AWS hourly
usage fees apply when the instance is running and will appear on your monthly bill.

You can launch this configuration again below or go to the configuration page to start a new one,

Configuration details

Fulfillment option &4-bit (x86) Amazon Machine Image (AMI)
WebAdmin and Rest AP for Proficy Historian

Software version MVP-0.9

Region US East (N. Virginia)

Usage instructions

b. In the list of instances that appears, select the one on which you have deployed the Web
Admin console and the REST Query service.

c. Select Security, and then select the security group.

Instances (1/12) info & Connect Instance state ¥ Actions w d

Q 1y @
-] Name v Instance ID Instance state v Instance type ¥ Status check Alarm status
MLB-instance @ Running @& m5.large @ 2/2 checks passed  Noalarms 4
cllector @ Running @& t2.2xlarge @ 2/2 checks passed  Noalarms <=
- @ Running @& mSlarge @ 2/2 checks passed  No alarms 4
Running @& tI.mediem @ 2/2 checks passed  No alarms =
Instance: i-0358ee0247575f60e (collector) - ® X

Details HMetworking Storage Status checks Monitoring Tags

¥ Security details

IAM Role Crwner 10 Launch time
- [u] Tue Mar 15 2022 17:14:57 GMT+0530 (India
Standard Time)

Security groups

]

¥ Inbound rules
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d. Under Inbound rules, select Edit inbound rules.

Details

Inbound rules (4

Stcurity group nde... 7 1P version

Actlons ¥

0

Ren Risch ty Ans b 4
©
1 ®

Type ; Prateol d Part range

e. Edit the security groups as follows, and then select Save rules:

Type

Protocol

Port Range

Source type

SSH

TCP

22

Select Custom, and enter the public IP address

of the machine or network from which you want
to access the Web Admin console and the REST
Query service. Provide a static IP address, or use
the CIDR notation (for example, <IP address>/16).

Custom
TCP Rule

TCP

9443

Select Custom, and enter the public IP address of
the machine or network from which you want to
access the Web Admin console. Provide a static IP
address, or use the CIDR notation (for example, <IP
address>/16).

Or, if you want to access the Web Admin console
only from your local machine, select My IP.

Custom
TCP Rule

TCP

8989

Select Custom, and enter the public IP address of
the machine or network from which you want to
access the REST Query service. Provide a static IP
address, or use the CIDR notation (for example, <IP
address>/16).
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Type Protocol | Port Range Source type

Or, if you want to access the REST Query service

only from your local machine, select My IP.

Edit inbound rules ..

Inbound rules .

Security group ruls 10 Troe it Frotocel e Portrange Source infe Dwsiription - ppteonal 1o

2. Connect the Web Admin console and the REST Query service with Proficy Historian for AWS (on
page 109).

Installing Historian Administrator

Install Historian Administrator Using the Installer

About this task
If you already have Historian Administrator on your machine (installed using on-premises Proficy
Historian), you can just change the destination to the NLB DNS, and begin using it:

1. Select Main.

A login window appears.

2. Provide the NLB DNS, username, password, and domain information, and then select OK.

This topic describes how to install Historian Administrator using the installer. You can also install it at a

command prompt (on page 57).
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Procedure
1. Runthel nstal | Launcher . exe file. Contact the support team for this installer.
2. Select Install Client Tools.
The Select Features page appears, displaying a list of components.
3. Select the Historian Administrator check box.
4. Select Next.
The Choose the Historian Program Folder page appears.

Choose the Historian Program Folder

Setup will install the Historian Program files [Collectors,ClientT ools Admin) to the following
foldes.

Tao install to this folder, click Next. To install to a different folder, click Browse and select
another folder,

Destination Folder

C:\Program Files\Proficy\Proficy Historian Browse...

< Back Mext » Cancel

5. As needed, change the destination folder of Historian Administrator, or leave the default folder, and
then select Next.
The Historian Server Name page appears.
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Historian Server Name ‘
"

Enter the Historian Server to be used as the default for cliert tools.

Name ||

< Back Mext > Cancel

6. Enter the NLB DNS of Proficy Historian for AWS that you want to use with Historian Administrator,
and then select Next.

. ™
O
To find the NLB DNS:

a. Access the EKS cluster on which you have deployed Proficy Historian for AWS.
b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, select Load Balancers.
d. Select the load balancer for which you want to find the DNS.

e. In the Description section, copy the DNS name.
- J

7. When you are asked to reboot your system, select Yes.

Install Historian Administrator at a Command Prompt

Before you begin
Install Historian Administrator using the installer (on page 49) on a machine. When you do so, a

template file named set up. i ss is created at C: \ W ndows. This file stores the installation options
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that you have provided. You can then use this template to install Historian Administrator at a command

prompt on other machines.

Procedure
1. Copy the set up. i ss file to the machine on which you want to install Historian Administrator at a
command prompt.
2. In the folder in which you have copied the file, run the following command: set up. exe /s /sns
The installer runs through the installation steps.

(L N
Note:
If using certain versions of Windows (like Windows 10 or Windows 2019), you may receive
an error message, stating that some of the DLL files are not registered. You can ignore

these messages.
- J

3. When prompted to reboot your system, select Yes.

Results

Historian Administrator is installed.

Installing the Excel Add-in for Historian

Install the Historian Excel Add-in Using the Installer

Before you begin

Install one of the following 32-bit or 64-bit Microsoft® Excel® applications:
* Microsoft® Excel® 2019
* Microsoft® Excel® 2016

About this task
This topic describes how to install Excel Add-In using the installer. You can also install it at a command

prompt (on page 53).

Procedure
1. Runthe I nst al | Launcher . exe file. Contact the AWS support team for the installer.
2. Select Historian Excel Add-in.

The installer runs through the installation steps.
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o ™
Note:
If using certain versions of Windows (like Windows 10 or Windows 2019), you may receive

an error message, stating that some of the DLL files are not registered. You can ignore

these messages.
N /

3. When prompted to reboot your system, select Yes.

Results
Excel Add-In is installed.

What to do next
Activate Excel Add-In (on page 783).

Install the Historian Excel Add-in at a Command Prompt

Before you begin
1. Install one of the following 32-bit or 64-bit Microsoft® Excel® applications:
* Microsoft® Excel® 2019
* Microsoft® Excel® 2016
2. Install Excel Add-in using the installer (on page 52) on a machine. When you do so, a template
file named set up. i ss is created at C: \ W ndows. This file stores the installation options that you
have provided during the installation. You can then use this template to install Excel Add-in at a

command prompt on other machines.

About this task
This topic describes how to install the Excel Addin for Historian at a command prompt. You can also

install it using the installer (on page 52).

Procedure
1. Copy the set up. i ss file to each machine on which you want to install Excel Add-in at a command
prompt.
2. In the folder that contains the set up. i ss file, run the following command: set up. exe /s /sns

The installer runs through the installation steps.
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( Note: )

If using certain versions of Windows (like Windows 10 or Windows 2019), you may receive

an error message, stating that some of the DLL files are not registered. You can ignore

these messages.
N /

3. When prompted to reboot your system, select Yes.

Results
Excel Add-In is installed.

What to do next
Activate Excel Add-In (on page 783).

Implementing Security

Default Security Groups

This topic provides a list of the default security groups created in Historian, along with the default user,
ihCloudHistAdmin, for the ih_security_admins group. The password for this user is the one you enter in

the UAA Configuration field while deploying Proficy Historian for AWS.
ih_security_admins

Historian power security users. Security administrators have rights to all Historian functions.
By default, a user named ihCloudHistAdmin is added in this group.

ih_collector_admins
Allowed to add collector instances and change their destination.
ih_tag_admins

Allowed to create, modify, and remove tags. Tag-level security can override rights given to

other Historian security groups. Tag admins can also browse collectors.
ih_archive_admins

Allowed to create, modify, and remove archives.
ih_unaudited_writers

Allowed to write data without creating any messages.
ih_unaudited_logins

Allowed to connect to Data Archiver without creating login successful audit messages.
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ih_audited_writers
Allowed to write data and to produce a message each time a data value is added or
changed.
Tag, archive, and collector changes log messages regardless of whether the user is a
member of the ih_audited_writers group.

ih_readers

Allowed to read data and system statistics. Also allowed access to Historian Administrator.

The following table provides the types of user groups you must create based on your requirement.

iH Se- iHUn- iHUn- iH Au- iH iH Col-
. . . . . iH Read- . iH Tag
Function | curity Audited Audit- dited Archive . lector
ers Admins
Admins | Writers | ed Login | Writers Admins Admins
Manage
g X X
tags
Create
) X X
archive
Read data X X
Write da-
ta (unau- X X X
dited)
Write da-
ta (audit- X X
ed)
Modify
X X X X
data
Update
tag secu- X
rity
Migrate X
Login
X X X X X X X
connec-
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iH Se- iH Un- iH Un- iH Au- iH iH Col-
. . . . . iH Read- . iH Tag
Function curity Audited Audit- dited Archive lector
ers Admins
Admins | Writers | ed Login | Writers Admins Admins
tion mes-
sages
Recalcu-
X X X X
late data
- M
Note:
Regardless of the security group to which a user belongs, the user has full privileges to the Web
Admin console.

- J

For instructions on creating and managing users, refer to Managing Users and Groups (on page 56).

Managing Users and Groups

About this task

Historian provides default security groups (on page 54) and a user, ihCloudHistAdmin, for the
ih_security_admins group. This topic describes how to create more users and add them to groups. You
can also delete a user or remove the user from a group.

Procedure
1. Access the folder containing the uaa_confi g_t ool . exe file. It is provided with the collectors
installer. After you install collectors, it will be available in the C: \ Program Fi | es\ GE Di gi t al
\Hi storian d oud Confi g folder by default.
2. To create a user, run the following command:

uaa_config_tool . exe add_user
-u <usernane>

-p <password>

-s <adm n passwor d>

-t https://<NLB DNS>: 8080

For <admin password>, enter the password that you provided in the UAA Configuration field while
deploying Proficy Historian for AWS.

For <password>, enter a value that contains:
« Minimum eight characters

- At least one each of uppercase and lowercase letters
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At least one number

- At least one special character

-
e Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have deployed Proficy Historian for AWS.

b. Access the EC2 instance.
c. In the navigation pane, under Load Balancing, select Load Balancers.
d. Select the load balancer for which you want to find the DNS.

e. In the Description section, copy the DNS name.
N J

3. To add a user to a group, run the following command:

uaa_config_tool.exe add_user_to_group
-g <group nane>

-u <usernane>

-p <password>

-s <adm n password>

-t https://<NLB DNS>: 8080

where <admin password> is the password that you provided in the UAA Configuration field while
deploying Proficy Historian for AWS.

For <password>, enter a value that contains:
» Minimum eight characters
« At least one each of uppercase and lowercase letters
« At least one number
- At least one special character

e Tip:

For a list of default security groups, refer to Default Security Groups (on page 54).

4. To remove a user from a group, run the following command:
uaa_config_tool.exe renmpve_user_to_group
-g <group nane>
-u <usernane>

-t https://<NLB DNS>: 8080

5. To delete a user, run the following command:
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uaa_config_tool . exe renpve_user
-g <group nane>

-u <usernane>

-s <admi n password>

-t https://<NLB DNS>: 8080



Chapter 5. Sending Data

About Collectors

A collector collects tag data from various data sources.

How tag data is stored if using collectors of on-premises Proficy Historian (TLS encryption is not used):

1. Collectors send a request to AWS Network Load Balancer (NLB) to write tag data.

2. NLB sends the request to Data Archiver. If user authentication is needed, Data Archiver sends the
request to UAA, which verifies the user credentials stored in PostgreSQL. After authentication, NLB
confirms to the collectors that data can be sent.

3. Data collected by the collector instances is sent to NLB.

4. NLB sends the data to Data Archiver directly. After authentication, Data Archiver stores the data in
EFSin .iha files.

How tag data is stored if using Historian Collectors for Cloud (TLS encryption is used):

1. Collectors send a request to AWS NLB to write tag data. Since the request is encrypted, port 443 is
used.

2. NLB decrypts the request and sends it to Data Archiver. If user authentication is needed, Data
Archiver sends the request to UAA, which verifies the user credentials stored in PostgreSQL. After
authentication, NLB confirms to the collectors that data can be sent.

3. Data collected by the collector instances is encrypted and sent to NLB using port 443.

4. NLB decrypts the data and sends it to Data Archiver. After authentication, Data Archiver stores the
data in EFS in .iha files.

How data is retrieved:

1. Clients (that is, Excel Addin, the Web Admin console, the REST Query service, or Historian
Administrator) send a request to NLB to retrieve data.

2. NLB sends the request to Data Archiver, which retrieves data from EFS. If, however, user
authentication is needed, Data Archiver sends the request to UAA, which verifies the user
credentials stored in PostgreSQL. After authentication, data is retrieved from EFS.

To send data using a collector, you must:
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1. Install collectors (on page 26).

You can install collectors on multiple Windows machines. These machines can be on-premises or
on a virtual private cloud (VPC).

2. Create a collector instance.

Choosing a Collector

The following table provides a list of collectors supported by Proficy Historian for AWS, along with their

purpose and features.

Supported Da- Time Res- Supported
Collector Type Purpose . .
ta Collection olution Data Types
The iFIX col- Collects data from iFIX. Only polled milliseconds or | Boolean, float-
lector (on page seconds ing point, inte-
67) ger, and string
The MQTT col- | Collects data published to a top- | Only unsolicited | Seconds, mil- Boolean, float-

lector (on page
70)

ic using an MQTT broker. The da-
ta should be in Predix time series
data format.

liseconds, and
microsecond

ing point, inte-
ger, and string

The OPC Clas-
sic DA collector

(on page 72)

Collects data from any OPC 1.0
or OPC 2.0-compliant OPC Clas-
sic DA server.

Both polled and
unsolicited (un-
solicited for
OPC 2.0 only)

1 millisecond

Floating point,
integer, binary,
and string

The OPC Clas-
sic HDA col-
lector (on page
75)

Collects historical data from any
OPC HDA 1.2 - compliant OPC

server.

Only unsolicited

1 millisecond

Floating point,
integer, binary,
and string

The OPC UA DA

Collects data from any OPC UA

Both polled and

1 millisecond

Floating point,

collector (on 1.0 or OPC 2.0-compliant OPC UA | unsolicited integer, binary,
page 78) DA server. and string
The OSI Pl col- | Collects data from an OSI Pl data | Only unsolicited | milliseconds Floating point,

lector (on page
81)

server.

and seconds

integer, and
string
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tributor (on

page 83)

server and sends it to an OSI PI

server.

and seconds

Supported Da- Time Res- Supported
Collector Type Purpose . .
ta Collection olution Data Types
The OSI PI Dis- | Collects data from a Historian Only unsolicited | milliseconds Floating point,

integer, and
string

The Server-to-
Server collector

(on page 85)

Collects data from an on-premis-
es Historian server and sends it
to Proficy Historian for AWS, de-
ployed on a VPC.

Only unsolicited

100 millisec-
onds

Floating point,
integer, and

string

The Simulation
collector (on

page 88)

Generates random numbers and
string patterns for demonstra-
tion/testing purposes. You can
configure the number of tags that
you want to generate.

Only polled

1 millisecond

Floating point,
integer, and
string

About Installing Collectors

Collectors are used to collect data from various data sources and send the data to the Historian server.

You can install collectors on-premises or on an EC2 instance in a VPC (which can be the same one as the

Historian server or a different one). However, you cannot install the on-premises and cloud versions of

collectors on the same machine. You can choose a different machine or uninstall the existing version of

collectors.

You can install collectors using the installer (on page 27) or at a command prompt (on page 317).

Install Collectors Using the Installer

About this task

This topic describes how to install collectors using an installer. You can also install them at a command

prompt (on page 317).

Procedure

1. Download the collectors installer from the following path: https://historian-collectors-and-

clients.s3.us-east-2.amazonaws.com/collectors/Historian_Collectors_For_Cloud.zip

2. Extract the contents, and launch the collectors installer.

The welcome page appears.
3. Select Next.



https://historian-collectors-and-clients.s3.us-east-2.amazonaws.com/collectors/Historian_Collectors_For_Cloud.zip
https://historian-collectors-and-clients.s3.us-east-2.amazonaws.com/collectors/Historian_Collectors_For_Cloud.zip
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The license agreement appears.
4. Select the Accept check box, and then select Next.
The installation drive page appears.

Where to install the Historian Collector(s)?

Choose an available disk.

Previous Mext

5. If needed, change the default installation drive, and then select Next.
The data directory page appears.



Cloud Historian | 5 - Sending Data | 63

Data Directory

DETENMICIMGIN  C:\Proficy Historian Data

Browse

Previous Mext

6. If needed, change the folder for storing the collector log files, and then select Next.
The destination Historian server page appears.
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Historian Server Details

Provide a valid windows user of the default Historian server to which the
Remote Collector Manager will connect.

Historian Server:
User Name:
Password:

Confirm Password:

Mote: If the Historian server and collectors are installed on the same machine, you need not
provide the details; by default, the machine name of the local Historian server is considered. If,
however, they are installed on different machines, you must provide the credentials of the
Historian server user.

If the password changes, you must reinstall Remote Management Agents to reset the password.

Previous Next

7. Enter values as described in the following table.

Field Description

Historian Server Enter the Amazon Network Load Balancer (NLB) DNS.

-
e Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have deployed
Proficy Historian for AWS.

b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, select
Load Balancers.

d. Select the load balancer for which you want to find the
DNS.

e. In the Description section, copy the DNS name.
- J

User Name Enter the username to connect to Proficy Historian for AWS.
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Field Description

Password Enter the password to connect to Proficy Historian for AWS.

6 Tip:

This is the value you entered in the Password field under UAA

Configuration when you created the stack.

Confirm Password Reenter the password.

8. Select Next.
A message appears, stating that you are ready to install collectors.
9. Select Install.

The installation begins. Reboot your system if prompted to do so.

Results

« For Windows 64 bit, the 32-bit collector executable files are installed in the following folder:
<installation drive>\ProgramFiles (x86)\GE Digital\<collector nane>,
and the 64-bit collector executable files are installed here: <i nstal | ati on drive>:\Program
Files\CGE Digital\<collector name>.

« For Windows 32 bit, the 32-bit collector executable files are installed in the following folder:
<installation drive>:\Program Fil es\GE Digital\<collector nanme>.64-bit
collectors are not supported for Windows 32 bit.

What to do next
Create a collector instance. For information on which collector type to use, refer to Choosing a Collector
(on page 60).

Installing a Collector at a Command Prompt

About this task
This topic describes how to install collectors at a command prompt. You can also install them using the
installer (on page 27).

Procedure
1. Download the collectors installer from the following path: https://historian-collectors-and-
clients.s3.us-east-2.amazonaws.com/collectors/cloud_collector_installer.zip
2. Extract the contents, and access the folder containing the Col | ect ors_I nstal | . exe file.
3. At a command prompt, enter:


https://historian-collectors-and-clients.s3.us-east-2.amazonaws.com/collectors/cloud_collector_installer.zip
https://historian-collectors-and-clients.s3.us-east-2.amazonaws.com/collectors/cloud_collector_installer.zip
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Col l ectors_Install.exe -s RootDrive=<val ue> Desti nati onServer Nane=<val ue> Dat aPat h=<val ue>

User Nanmel=<val ue> Passwor d=<val ue>

Parameter Description Default Value
RootDrive The installation drive for the collectors. C\
DataPath The folder for storing the collector log files. C.\Proficy Histo-
rian Data
DestinationServer- Enter the Amazon Network Load Balancer local host name
Name (NLB) DNS.
e N
0 Tip:
To find the NLB DNS:
a. Access the EKS cluster on which
you have deployed Proficy Histo-
rian for AWS.
b. Access the EC2 instance.
c. In the navigation pane, under
Load Balancing, select Load
Balancers.
d. Select the load balancer for
which you want to find the DNS.
e. In the Description section, copy
the DNS name.
- /
UserName1 The username to connect to Proficy Historian
for AWS.
Password The password to connect to Proficy Historian
for AWS.

For example: Col | ectors_I nstal | . exe -s RootDrive=C:\ Desti nationServer Nane=nyQr g. com

Dat aPat h=C: \ Proficy Hi storian Data User Namel=user 123 Passwor d=xyz123

4. Restart the machine. If you uninstall a collector or install another one before restarting the

machine, an error may occur.
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Results
- For Windows 64 bit, the 32-bit collector executable files are installed in the following folder:
<installation drive>\ProgramFiles (x86)\GE Digital\<collector nane>,
and the 64-bit collector executable files are installed here: <i nst al | ati on drive>:\Program
Files\CGE Digital\<collector name>.
« For Windows 32 bit, the 32-bit collector executable files are installed in the following folder:
<installation drive>: \Program Fil es\GE Digital\<collector nanme>.64-bit

collectors are not supported for Windows 32 bit.

What to do next
Create a collector instance. For information on which collector type to use, refer to Choosing a Collector
(on page 60).

Creating a Collector Instance

Create an iFIX Collector

Before you begin
1. Deploy Proficy Historian for AWS. (on page 14)
2. Install collectors (on page 26). You can install them on-premises or on an EC2 instance in a VPC
(which can be the same one as the Historian server or a different one).
3. Ensure that the iFIX server is running.

About this task

The iFIX collectors collect data from iFIX and store it in the Historian server.
They use the Easy Data Access (EDA) protocol to retrieve data from a running iFIX system.

Features:

« You can browse the source for tags and their attributes.

« Only the polled data collection is supported; unsolicited collection is not supported. The minimum
poll interval is 100ms.

« The supported timestamp resolution is milliseconds or seconds.

* The collector accepts device timestamps.

* Floating point, integer, string, and binary data are supported.

* You can create Python Expression Tags for those collectors that support them.

Supported tag attributes:
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» Tagname

» Source Address

 Engineering Unit Description

» Data Type

* Hi Engineering Units
* Lo Engineering Units

Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfi gurati onUtility. exe file. Itis provided along with the

collectors installer. After you install collectors, it will be available in the C: \ Program Fi | es\ GE
Digital\Hi storian C oud Confi g folder by default.
3. Enter the number corresponding to creating a collector instance.

4. Enter the following details:

Field Description
NLB DNS Enter the Amazon Network Load Balancer (NLB) DNS.
g ™
e Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have de-
ployed Proficy Historian for AWS.
b. Access the EC2 instance.
c. In the navigation pane, under Load Balancing, se-
lect Load Balancers.
d. Select the load balancer for which you want to
find the DNS.
e. In the Description section, copy the DNS name.
- J
Username Enter the username to connect to Proficy Historian for AWS.
Password Enter the password to connect to Proficy Historian for AWS.
0 Tip:
This is the value you entered in the Password field un-
der UAA Configuration when you created the stack.

A list of collector types appears.
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5. Enter the number corresponding to the collector that you want to create.

6. Enter the following details:

Field

Description

Interface name of the collector | Enter the name that you want to provide for the collector in-

stance. A value is required and must be unique in the DNS.

iFIX Server

Enter the host name or IP address of the iFIX server. THe de-

fault value is FIX, which indicates the local machine.

The iFIX collector is created.

What to do next

Start the collector: Add the collector to the iFIX System Configuration (SCU) startup list. The collector

then starts automatically whenever you start iFIX. To do so, set the task parameters to NOSERVI CE

REG=<col | ect or nane>, as shown in the following image for a collector with the interface name

win2019dj2_iFix_1.

1] 8

Task Configuration 7 X
- : Start Up Mode
Filename: C:\PROGRAM FILES (XBENGEMFIXUHF .| e
() Minimized
Command Line: | NOSERVICE REG=win2019di2_iFi_1| | () Normal
(") Background
Configured Tasks:

CAPROGRAM FILES (=6

C:\Program Fies (¥B5)\GE\FIX\WORKSPACE EXE

GEMFIXMHFIXCOLLECTOR.EXE B

Change

Delete

Cancel Help

-~

Note:

If an error occurs, stating that the collector fails to start and prompting you to delete the collector:

1. Select No.
2. In iFIX System Configuration (SCU), set the task parameters as follows:

~
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« Filename: Enter<i nstal | ati on drive>:\Program Files (x86)\GE
Digital\H storian i Fix Collector.
« Command Line: Enter NOSERVI CE REG=<col | ector name>.

Create an MQTT Collector

Before you begin
1. Deploy Proficy Historian for AWS. (on page 14)
2. Install collectors (on page 26). You can install them on-premises or on a VPC (which can be
different from the one on which Proficy Historian for AWS is deployed).

About this task

The MQTT collector collects data published to a topic using an MQTT broker. The data should be in Predix
time series data format.

Features:

« You can subscribe for multiple-level topics using a wildcard.
- Only the unsolicited data collection is supported; polled collection is not supported.
« The timestamp resolution is seconds, milliseconds, and microseconds.

« Boolean, floating point, integer, and string data types are supported.
How it works:

1. The MQTT collector connects to an MQTT broker and subscribes to a topic. Transport Layer
Security (TLS) authentication is used for subscribing the data from message broker to avoid
middleware attacks so that the data is securely transferred from message broker to the MQTT
collector.

2. The collector converts the data from the Predix Timeseries format to a Historian-understandabe
format.

3. It verifies whether the tag is available in Historian; if not, it will add the tag and then add the data
samples, and streams the data to Data Archiver.

Message format:

"body":



"attributes":{"machi ne_type":"<val ue>"},
“dat apoi nts": [ [ <val ue>, <val ue>, <val ue>]],
"nane":"<val ue>"}],

"messagel d": "<val ue>"}

The following table describes these parameters.
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JSON Parameter Description Required/Optional
machine_type The name of the machine from which you wantto | Optional
collect data.
datapoints Time (in epoch format), value, and quality. Required
name The tag name Required
messageld The type of the message Optional
Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfi gurationUtility. exe file. It is provided along with the

collectors installer. After you install collectors, it will be available in the C: \ Program Fi | es\ GE
Digital\Hi storian O oud Confi g folder by default.
3. Enter the number corresponding to creating a collector instance.

4. Enter the following details:

Field

Description

NLB DNS

Enter the Amazon Network Load Balancer (NLB) DNS.

-
o Tip:

To find the NLB DNS:
a.

. Access the EC2 instance.

. In the navigation pane, under Load Balancing, se-

. Select the load balancer for which you want to

. In the Description section, copy the DNS name.

Access the EKS cluster on which you have de-
ployed Proficy Historian for AWS.

lect Load Balancers.

find the DNS.

J
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Field Description
Username Enter the username to connect to Proficy Historian for AWS.
Password Enter the password to connect to Proficy Historian for AWS.

O
This is the value you entered in the Password field un-
der UAA Configuration when you created the stack.

5. Enter the number corresponding to the collector that you want to create.
6. Enter the following details:

Field Description

Interface name of the collector | Enter the name that you want to provide for the collector in-

stance. A value is required and must be unique in the DNS.

MQTT server Enter the IP address or host name of the MQTT broker using

which you want to collect data.

MQTT port Enter the port number of the MQTT broker.

MQTT topic Enter the MQTT topic from which you want to collect data.

The MQTT collector is created and started.

Create an OPC Classic Data Access (DA) Collector

Before you begin
1. Deploy Proficy Historian for AWS. (on page 14)
2. Install collectors (on page 26). You can install them on-premises or on a VPC (which can be
different from the one on which Proficy Historian for AWS is deployed).

About this task
The OPC Classic DA collector collects data from any OPC 1.0 or OPC 2.0 compliant OPC server. The
collector automatically determines the capability of the OPC server to which it is connected and supports

appropriate features based on this information.

Features:
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« You can browse the source for tags and their attributes on an OPC server that supports browsing.

« Both the polled and unsolicited data collection are supported; when changes to the OPC source
tags are detected, they are sent to the Historian server. Unsolicited data collection is supported for
OPC 2.0 only. The minimum poll interval is 100ms. The collector duplicates raw samples from the
OPC server into the Historian data archive.

For unsolicited data collection, if collector compression is disabled, all new values produce an
exception. And, the deadband percentage is determined by the collector deadband percent. You
can only configure the collector deadband percent by enabling compression.

* The supported timestamp resolution is Tms.

« Floating point, integer, binary, and string data are supported.
* Python expression tags are supported.

- Device timestamps are accepted.

Supported data types:

Recommended Da-
The OPC Data Type
ta Type in Historian

I1 - 16 bit signed integer

Single Integer

14 - 32 bit signed integer

Double Integer

R4 - 32 bit float

Single Float

R8 - 64 bit double float

Double Float

UI2 - 16 bit unsigned single integer

Unsigned Single Integer

Ul4 - 32 bit unsigned double integer

Unsigned Double Integer

UI8 - 64 bit unsigned quad integer

Unsigned Quad Integer

I8 - 64 bit quad integer

Quad Integer

BSTR Variable String
BOOL Boolean
I1 - 8 bit single integer Byte

-

Note:

The collector requests data from the OPC server in the native data type. Then the collector
converts the received value to a Historian Data Type before sending it to the data archiver.
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Supported tag attributes:

The Engineering Unit Description, Hi Engineering Units and Lo Engineering Units vary based on the OPC

serve

» Tagname

« Source Address

» Engineering Unit Description

« Data Type

« Hi Engineering Units
* Lo Engineering Units

r vendor.

Procedure

1.
2.

4. Enter the following details:

Run Command Prompt as an administrator.

Run the O oudHi st ori anConfi gurationUtility. exe file. Itis provided along with the

collectors installer. After you install collectors, it will be available in the C. \ Progr am Fi | es\ GE
Digital\H storian O oud Confi g folder by default.
. Enter the number corresponding to creating a collector instance.

Field

Description

NLB DNS

Enter the Amazon Network Load Balancer (NLB) DNS.

-
0 Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have de-
ployed Proficy Historian for AWS.
b. Access the EC2 instance.

lect Load Balancers.

d. Select the load balancer for which you want to
find the DNS.

e. In the Description section, copy the DNS name.

N

c. In the navigation pane, under Load Balancing, se-

J

Username

Enter the username to connect to Proficy Historian for AWS.

Password

Enter the password to connect to Proficy Historian for AWS.
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Field Description

e Tip:

This is the value you entered in the Password field un-

der UAA Configuration when you created the stack.

A list of collector types appears.
5. Enter the number corresponding to the collector that you want to create.
6. Enter the following details:

Field Description
Interface name Enter a unique interface name for the collector.
OPC server Enter the prog ID of the OPC Classic server.

The OPC Classic DA collector is created.
7. Start the collector instance (as a Windows service).

Create an OPC Classic Historical Data Access (HDA) Collector

Before you begin
1. Deploy Proficy Historian for AWS. (on page 14)
2. Install collectors (on page 26). You can install them on-premises or on a VPC (which can be
different from the one on which Proficy Historian for AWS is deployed).

About this task

The OPC Classic HDA collector collects historical data from any OPC HDA 1.2 - compliant OPC server. The
collector automatically determines the capability of the OPC server to which it is connected and supports
the appropriate features based on this information.

Features:

* You can browse the source for tags and their attributes on an OPC server that supports browsing.
+ Only unsolicited data collection is supported; when changes to the OPC source tags are detected,
they are sent to the Historian server. The minimum poll interval is 100ms. The collector duplicates

raw samples from the OPC server into the Historian data archive.

For unsolicited data collection, if collector compression is disabled, all new values produce an
exception. And, the deadband percentage is determined by the collector deadband percent. You

can only configure the collector deadband percent by enabling compression.
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* The supported timestamp resolution is Tms.

* Floating point, integer, binary, and string data are supported.

- Device timestamps are accepted.

Supported data types:

The OPC Data Type

Recommended Da-
ta Type in Historian

I1- 16 bit signed integer

Single Integer

14- 32 bit signed integer

Double Integer

R8- 64 bit double float

Single Float

UI2- 16 bit unsigned single integer

Double Float

Ul4- 32 bit unsigned double integer

Unsigned Integer

UI8- 64 bit unsigned quad integer

Unsigned Double Integer

I8- 64 bit quad integer

Quad Integer

BSTR Variable Sting
BOOL Boolean
I1- 8 bit single integer Byte

-

Note:

N

The OPC Classic HDA collector requests data from the OPC Classic HDA server in the native data
type. The OPC Classic HDA collector then converts the received value to a Historian data type
before sending it to Data Archiver.

~

Supported tag attributes:

» Tagname

« Source Address

+ Engineering Unit Description
« Data Type

* Hi Engineering Units

» Lo Engineering Units
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The Engineering Unit Description, Hi Engineering Units and Lo Engineering Units vary based on the OPC

server vendor.

Procedure

1. Run Command Prompt as an administrator.

2. Run the d oudHi st ori anConfi gurati onUtility. exe file. Itis provided along with the
collectors installer. After you install collectors, it will be available in the C: \ Program Fi | es\ GE
Digital\H storian C oud Confi g folder by default.

3. Enter the number corresponding to creating a collector instance.

4. Enter the following details:

Field Description

NLB DNS Enter the Amazon Network Load Balancer (NLB) DNS.

~
O
To find the NLB DNS:

a. Access the EKS cluster on which you have de-

ployed Proficy Historian for AWS.

b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, se-
lect Load Balancers.

d. Select the load balancer for which you want to

find the DNS.
e. In the Description section, copy the DNS name.
- J
Username Enter the username to connect to Proficy Historian for AWS.
Password Enter the password to connect to Proficy Historian for AWS.

0 Tip:

This is the value you entered in the Password field un-
der UAA Configuration when you created the stack.

A list of collector types appears.
5. Enter the number corresponding to the collector that you want to create.
6. Enter the following details:
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Field

Description

Interface name of the collector

Enter the name that you want to provide for the collector in-
stance. A value is required and must be unique in the DNS.

OPC HDA server

Enter the prog ID of the OPC HDA server.

The OPC UA HDA collector is created.
7. Start the collector instance (as a Windows service).

Create an OPC UA Data Access Collector

Before you begin

1. Deploy Proficy Historian for AWS. (on page 14)

2. Install collectors (on page 26). You can install them on-premises or on a VPC (which can be

different from the one on which Proficy Historian for AWS is deployed).

About this task

The OPC UA DA collector collects data from a OPC UA 1.0 and OPC 2.0-compliant OPC UA DA server. The
collector automatically determines the capability of the OPC UA DA server to which it is connected, and

supports the appropriate features based on this information.

Features:

« You can browse the source for tags and their attributes on an OPC server that supports browsing.

« Both the polled and unsolicited data collection are supported; when changes to the OPC source

tags are detected, they are sent to the Historian server. Unsolicited data collection is supported for

OPC 2.0 only. The minimum poll interval is 100ms. The collector duplicates raw samples from the

OPC server into Data Archiver.

For unsolicited data collection, if collector compression is disabled, all new values produce an

exception. And, the deadband percentage is determined by the collector deadband percent. You

can only configure the collector deadband percent by enabling compression.

* The supported timestamp resolution is Tms.

« Floating point, integer, binary, and string data are supported.

« Python expression tags are supported.

- Device timestamps are accepted.

Supported data types:
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OPC UA DA Col-
lector Data Type

Recommended Da-
ta Type in Historian

OpcUaType_Nul | i hTKVari abl eStri ng
OpcUaType_Bool ean i hTKBool
OpcUaType_SByt e i hTKByt e
OpcUaType_Byte i hTKByt e
OpcUaType_Int 16 i hTKI nt eger
OpcUaType_Ul nt 16 i hTKUI nt 16

OpcUaType_I nt 32

i hTKDoubl el nt eger

OpcUaType_Ul nt 32 i hTKUI nt 32
OpcUaType_| nt 64 i hTKI nt 64
OpcUaType_U nt 64 i hTKUI nt 64
OpcUaType_Fl oat i hTKFI oat

OpcUaType_Doubl e

i hTKDoubl eFl oat

OpcUaType_Dat eTi ne

i hTKVari abl eString

OpcUaType_CGui d

i hTKDat aTypeUndef i ned

OpcUaType_St at usCode

i hTKDat aTypeUndef i ned

OpcUaType_String

i hTKVari abl eString

OpcUaType_ByteString

i hTKDat aTypeUndef i ned

OpcUaType_Xnm El enent

i hTKDat aTypeUndef i ned

OpcUaType_Nodel d

i hTKDat aTypeUndef i ned

OpcUaType_ExpandedNodel D

i hTKDat aTypeUndef i ned

OpcUaType_Di agnosti cl nfo

i hTKDat aTypeUndef i ned

OpcUaType_Qual i fi edName

i hTKDat aTypeUndef i ned

OpcUaType_Local i zedText

i hTKDat aTypeUndef i ned

OpcUaType_Ext ensi onObj ect

i hTKDat aTypeUndef i ned

OpcUaType_Dat aVal ue

i hTKDat aTypeUndef i ned
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Supported tag attributes:

The Engineering Unit Description, Hi Engineering Units and Lo Engineering Units vary based on the OPC

serve

» Tagname

« Source Address

» Engineering Unit Description

« Data Type

« Hi Engineering Units
* Lo Engineering Units

r vendor.

Procedure

1.
2.

4. Enter the following details:

Run Command Prompt as an administrator.

Run the O oudHi st ori anConfi gurationUtility. exe file. Itis provided along with the

collectors installer. After you install collectors, it will be available in the C. \ Progr am Fi | es\ GE
Digital\H storian O oud Confi g folder by default.
. Enter the number corresponding to creating a collector instance.

Field

Description

NLB DNS

Enter the Amazon Network Load Balancer (NLB) DNS.

-
0 Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have de-
ployed Proficy Historian for AWS.
b. Access the EC2 instance.

lect Load Balancers.

d. Select the load balancer for which you want to
find the DNS.

e. In the Description section, copy the DNS name.

N

c. In the navigation pane, under Load Balancing, se-

J

Username

Enter the username to connect to Proficy Historian for AWS.

Password

Enter the password to connect to Proficy Historian for AWS.
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Field Description

e Tip:

This is the value you entered in the Password field un-

der UAA Configuration when you created the stack.

A list of collector types appears.
5. Enter the number corresponding to the collector that you want to create.
6. Enter the following details:

Field Description

Interface name of the collector | Enter the name that you want to provide for the collector in-
stance. A value is required and must be unique in the DNS.

OPC UA Server URI Enter the URI to connect to the OPC server in the following for-
mat: opc. tcp:// <host nane or |P address of the OPC UA serv-

er>: <port nunber>

The OPC UA DA collector is created and started.

Create an OSI PI Collector

Before you begin
1. Deploy Proficy Historian for AWS. (on page 14)
2. Install collectors (on page 26). You can install them on-premises or on a VPC (which can be
different from the one on which Proficy Historian for AWS is deployed).
3. Install Pl AF SDK version 2.7.5 or later.

About this task

The 0SI PI collector collects data from an OSI Pl data server and sends it to Data Archiver. Data is
collected directly from OSI PI Data Archive v3.2 or later via OSI PI AOSI Pl v1.3.4 or later.

One 0SI Pl collector can collect data from a single OSI Pl data server. To collect from multiple OSI Pl data
servers, you must create multiple OSI PI collector instances.

Features
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* You can browse the source for tags and their attributes.

- ™
Note:
Tag browsing performance with OSI Pl has been confirmed as satisfactory up to 130,000
tags. Beyond that threshold, OSI Pl may take a long time to return the large number of tags.

In such a case, we recommend that you first export the tags to an Excel worksheet.
- J

« Only unsolicited data collection is supported.

* The supported timestamp resolution is milliseconds or seconds.
* Python expression tags are supported.

- Floating point, integer, and string data are supported.

- Device timestamps are accepted.

Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfi gurationUtility. exe file. Itis provided along with the
collectors installer. After you install collectors, it will be available in the C: \ Program Fi | es\ GE
Digital\Hi storian C oud Confi g folder by default.

3. Enter the number corresponding to creating a collector instance.

4. Enter the following details:

Field Description

NLB DNS Enter the Amazon Network Load Balancer (NLB) DNS.

-
0 Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have de-

ployed Proficy Historian for AWS.

b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, se-
lect Load Balancers.

d. Select the load balancer for which you want to

find the DNS.
e. In the Description section, copy the DNS name.
- J
Username Enter the username to connect to Proficy Historian for AWS.

Password Enter the password to connect to Proficy Historian for AWS.
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Field

Description

O
This is the value you entered in the Password field un-

der UAA Configuration when you created the stack.

A list of collector types appears.

5. Enter the number corresponding to the collector that you want to create.

6. Enter the following details:

Field

Description

Interface name of the collector

Enter the name that you want to provide for the collector in-
stance. A value is required and must be unique in the DNS.

OSI Pl server

Enter the host name or IP address of the machine on which the

OSI Pl server is installed.

OSI Pl username

Enter the username to connect to the OSI PI server. If you just

press ENTER, the default username is used.

0SI PI password

Enter the password to connect to the OSI PI server. If you just
press ENTER, the default password is used.

Pl source

Specify whether the 0SI Pl source is archive or snapshot. If you
just press ENTER, archive is considered as the Pl source.

The OSI PI collector is created and started.

Create an OSI PI Distributor

About this task

The OSI PI distributor collects data from a Historian server and sends it to an OSI Pl server. You can use

OSI PIv1.3.4 or greater.

The OSI PI distributor uses unsolicited distribution, whereby changes in Historian tags values are

detected, and are forwarded to a remote OSI Pl data server. The distributor duplicates data from a

Historian archive to an OSI Pl data archive.

One 0SI Pl distributor can distribute data to a single OSI Pl data archive. To distribute to multiple OSI PI
archives from an Historian archive, you must create multiple instances of the OSI Pl distributor. You can

also configure multiple OSI PI distributors for a single OSI PI data archive.
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Note:

The OSI PI distributor can send data only to Pl Archive, not to Pl Snapshot.

Features:

« You can browse the source for tags and their attributes on an OSI Pl server.

« Only unsolicited data collection is supported.

For unsolicited data collection, if collector compression is disabled, all new values produce an

exception. And, the deadband percentage is determined by the collector deadband percent. You

can only configure the collector deadband percent by enabling compression.

* The supported timestamp resolution is milliseconds or seconds.

* Floating point, integer, and string data are supported.

- Device timestamps are accepted.

Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfi gurationUtility. exe file. Itis provided along with the

collectors installer. After you install collectors, it will be available in the C: \ Progr am Fi | es\ GE
Digital\Hi storian d oud Confi g folder by default.
3. Enter the number corresponding to creating a collector instance.

4. Enter the following details:

Field

Description

NLB DNS

Enter the Amazon Network Load Balancer (NLB) DNS.

-
o Tip:

To find the NLB DNS:

a.

Access the EKS cluster on which you have de-

ployed Proficy Historian for AWS.

. Access the EC2 instance.

. In the navigation pane, under Load Balancing, se-

lect Load Balancers.

. Select the load balancer for which you want to

find the DNS.

. In the Description section, copy the DNS name.

J/
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Field Description
Username Enter the username to connect to Proficy Historian for AWS.
Password Enter the password to connect to Proficy Historian for AWS.

O
This is the value you entered in the Password field un-
der UAA Configuration when you created the stack.

A list of collector types appears.

5. Enter the number corresponding to the collector that you want to create.

6. Enter the following details:

Field

Description

Interface name of the collector

Enter the name that you want to provide for the collector in-
stance. A value is required and must be unique in the DNS.

OSI Pl server

Enter the host name or IP address of the machine on which the

OSI Pl server is installed.

OSI Pl username

Enter the username to connect to the OSI PI server. If you just
press ENTER, the default username is used.

0SlI PI password

Enter the password to connect to the OSI PI server. If you just
press ENTER, the default password is used.

Pl source

Specify whether the 0SI Pl source is archive or snapshot. If you

just press ENTER, archive is considered as the Pl source.

The OSI PI distributor is created and started.

Create a Server-to-Server Collector

Before you begin

1. Deploy Proficy Historian for AWS. (on page 14)

2. Install collectors (on page 26). You can install them on-premises or on a VPC (which can be

different from the one on which Proficy Historian for AWS is deployed).
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About this task

Using the Server-to-Server collector, you can only send data from an on-premises Historian server to the
Historian server deployed on cloud; however, you cannot send data if both the servers are on cloud.
Features:

« You can browse the source for tags and their attributes.

« Only unsolicited data collection is supported.

* The supported timestamp resolution is 100 milliseconds.
« Data compression is supported.

« Floating point, integer, and string data are supported.

- Device timestamps are accepted.
When a time-based or an event-based trigger of a destination tag occurs:

1. The calculation formula for the destination tag is executed.

This typically involves fetching data from one or more tags on the source server.

2. A raw sample or calculation error is determined.

You can use conditional logic in your calculation formula to determine if a sample should be sent

to the destination.

3. The raw sample is delivered to the destination server, utilizing store and forward when necessary.

- When a tag is added by browsing, only certain tag properties are copied from the source tag to the
destination tag. Consider what properties are necessary for your application and configure them
manually. For information on which properties are copied, refer to Tag Properties that are Copied.

« If you change a tag property on the source tag (EGU Limits, descriptions, and so on), the property
does not automatically change on the destination tag. You can manually change the properties of a

destination tag.
Best Practices

» We recommend that you install the Server-to-Server collector on the source Historian machine.
When you do so, the collector can preserve the collected data (store and forward) even if the
collector and the destination server become disconnected.

- Collection on a tag-by-tag basis is preferred, according to scheduled poll times or upon data
changes. One sample is collected for each trigger.

« The Server-to-Server collector can perform calculations on multiple input tags as long as the input
tags are on the same source Historian.


https://www.ge.com/digital/documentation/historian/version2022/c_after_adding_tags_with_the_server_to_server_collector.html

Cloud Historian | 5 - Sending Data | 87

« Use polled triggers to perform scheduled data transformations like daily or hourly averages. Use
unsolicited triggers to replicate data in real time, as it changes.

« Use event-based triggers to replicate data throughout the day. The samples can be held incoming
and outgoing store and forward buffer when necessary. You cannot schedule batch replication of
raw samples. For example, you cannot, at the end of the day, send all raw samples for tags to the
destination.

- All input source tags for the calculations must originate from the source archiver. For instance,
you cannot directly add a tag from ser ver 1 plus a tag from server 2 and place the result on server 2.
You can, however, collect tags from server 1 to server 2, and then use the Server-to-Server collector
to accomplish this. This requires two Server-to-Server collector instances, one running on each

machine.

Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfigurati onUtility. exe file. Itis provided along with the
collectors installer. After you install collectors, it will be available in the C: \ Pr ogr am Fi | es\ GE
Digital\Hi storian C oud Confi g folder by default.

3. Enter the number corresponding to creating a collector instance.

4. Enter the following details:

Field Description

NLB DNS Enter the Amazon Network Load Balancer (NLB) DNS.

(
0 Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have de-

ployed Proficy Historian for AWS.

b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, se-
lect Load Balancers.

d. Select the load balancer for which you want to
find the DNS.

e. In the Description section, copy the DNS name.
- J

Username Enter the username to connect to Proficy Historian for AWS.

Password Enter the password to connect to Proficy Historian for AWS.
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Field Description

0 Tip:

This is the value you entered in the Password field un-

der UAA Configuration when you created the stack.

A list of collector types appears.
5. Enter the number corresponding to the collector that you want to create.
6. Enter the following details:

Field Description
Interface name Enter a unique interface name for the collector.
Source Historian server Enter the host name or IP address of the source machine on
which the Historian server is installed.

The Server-to-Server collector is created and started.

Create a Simulation Collector

Before you begin
1. Deploy Proficy Historian for AWS. (on page 14)
2. Install collectors (on page 26). You can install them on-premises or on a VPC (which can be
different from the one on which Proficy Historian for AWS is deployed).

About this task
The Simulation collector generates random numbers and string patterns for demonstration purposes. You
can configure the number of tags that you want to generate.

Features:

« The collector generates random scaled values between 0 and 32,767. It uses the high and low
engineering units fields of each tag to scale the 0 to 32,767 pre-set values into appropriate
engineering units.

- The collector also provides five-string simulation tags that generate random alphanumeric data.

- In addition to generating random values, the collector can generate sequential values for some
tags. For a list of such tags, refer to Tags with Sequential Values.

* You can import browse for tags and their attributes.

« The supported timestamp resolution is Tms.


https://www.ge.com/digital/documentation/historian/version2022/r_non_random_simulation_tags.html
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« Floating point, integer, and string data are supported. Binary data is not supported.
* You can create Python Expression tags.

« Only polled data collection is supported with a minimum poll interval of 100ms.

Note:

You can create more simulation string tags by manually adding string tags with the following

naming convention to the collector: Col | ect or Nane. Si nul at i on. St ri ngXXXX

Supported Tag Attributes:

» Tagname

« Data Type

+ Hi Engineering Units
» Lo Engineering Units
« Hi Scale

» Lo Scale

Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfi gurationUtility. exe file. Itis provided along with the
collectors installer. After you install collectors, it will be available in the C: \ Pr ogr am Fi | es\ GE
Digital\Hi storian C oud Confi g folder by default.

3. Enter the number corresponding to creating a collector instance.

4. Enter the following details:

Field Description

NLB DNS Enter the Amazon Network Load Balancer (NLB) DNS.

(
O
To find the NLB DNS:

a. Access the EKS cluster on which you have de-

ployed Proficy Historian for AWS.

b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, se-
lect Load Balancers.
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Field

Description

0 d. Select the load balancer for which you want to
find the DNS.
e. In the Description section, copy the DNS name.

Username

Enter the username to connect to Proficy Historian for AWS.

Password

Enter the password to connect to Proficy Historian for AWS.

o Tip:

This is the value you entered in the Password field un-

der UAA Configuration when you created the stack.

A list of collector types appears.

5. Enter the number corresponding to the collector that you want to create.

6. Enter a unique interface name for the collector instance.

The collector instance is created and started.

Change the Destination of a Collector

About this task

You can change the destination of a collector from Proficy Historian for AWS deployed on one EC2

instance to another.

Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfi gurationUtility. exe file. Itis provided along with the

collectors installer. After you install collectors, it will be available in the C: \ Program Fi | es\ GE
Digital\Hi storian C oud Confi g folder by default.

3. Enter the number corresponding to changing the destination of a collector.

4. Enter the following details:

Field

Description

NLB DNS

Enter the Amazon Network Load Balancer (NLB) DNS of the des-
tination EC2 instance.

0 Tip:

To find the NLB DNS:
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Field Description

0 a. Access the EKS cluster on which you have de-
ployed Proficy Historian for AWS.
b. Access the EC2 instance.
c. In the navigation pane, under Load Balancing, se-
lect Load Balancers.

d. Select the load balancer for which you want to

find the DNS.
e. In the Description section, copy the DNS name.
- J
Username Enter the username to connect to Proficy Historian for AWS.
Password Enter the password to connect to Proficy Historian for AWS.

e Tip:

This is the value you entered in the Password field un-
der UAA Configuration when you created the stack.

A list of collectors appears.
5. Enter the number corresponding to the collector instance whose destination you want to change.
6. Enter the interface name of the collector instance whose destination you want to change.
The destination of the collector instance is changed.
If the collector name does not begin with the collector type, an error occurs when you try to change
the destination from an on-premises Historian server to a cloud counterpart. If that happens:
a. Access the registry entry for the collector instance.
b. Rename the instance as follows, and close the registry: <collector type>-<original name of
the instance>

For example, if the instance name of a Simulation collector is si nt, rename it

Si nul ati onCol | ect or - si mL.

Use one of the following prefixes based on the collector type:
« SimulationCollector-
« OPCCollector-
« OPCUACollector-
» OPCHDACOllector-
* PiCollector-
« PIDistributor-



Cloud Historian | 5 - Sending Data | 92

« iFixCollector-
« ServerToServerCollector-
« MQTTCollector-
c. Change the destination of the collector instance (by following the preceding steps). When
asked for the name of the collector instance, provide the original name (without the prefix).
In the case of the previous example, enter si nt.

An error message appears, but it is expected; you can ignore it.

d. Close the A oudHi st ori anConfigurationUtility. exe tool.
e. Access the registry entry for the collector instance, and undo the changes you made in step
2 (that is, the collector instance should now contain the original name).

f. Close the registry, and start the collector instance.

Delete a Collector Instance

About this task

If you no longer want to use a collector instance to collect data, you can delete it. When you delete a
collector instance, the Windows service for the collector, the Registry folder, and the buffer files are
deleted as well.

Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfi gurationUtility. exe file. It is provided along with the
collectors installer. After you install collectors, it will be available in the C: \ Pr ogr am Fi | es\ GE
Digital\H storian O oud Confi g folder by default.

3. Enter the number corresponding to deleting a collector instance.

A list of collector types appears.
4. Enter the number corresponding to the collector type whose instance you want to delete.
5. Enter the interface name of the collector instance that you want to delete.

0 Tip:

To find the interface name of a collector, access Windows services; each collector

instance runs as a service.

The collector instance is deleted.



Chapter 6. Using the Web Admin Console

About the Web Admin Console

The Web Admin console is a web-based user interface, which you can use to monitor, supervise, archive,
retrieve, and control data stored in the Historian server. It extends the functionality of Proficy Historian for

AWS. It also contains Configuration Manager.

Using the Web Admin console, you can:

« Maintain and configure the Historian System.

« Retrieve and analyze archived information.

- Set up and maintain configuration and other parameters for tags, collectors, and archives.
- Perform specific supervisory and security tasks for the Historian system.

Before you begin using the Web Admin console, install it (on page 33), and connect it with Proficy
Historian for AWS (on page 109).

Deployment

Deploy the Web Admin Console and the REST Query Service by Launching
through EC2

Before you begin
Deploy Proficy Historian for AWS (on page 14).

About this task

The Web Admin console (on page 93) is a web-based user interface, which you can use to monitor,
supervise, archive, retrieve, and control data stored in the Historian server. And, the REST Query service
(on page 128) contains APIs to fetch data from the Historian database.

This topic describes how to deploy the Web Admin console and the REST Query service using an Amazon
Machine Image (AMI) by launching though EC2. You can also deploy them by launching from a website
(on page 39).

When you deploy the AMI, you will create a key pair (or use an existing one), which will be used later to
connect the Web Admin console and the REST Query service with the Historian server.

Procedure
1. Log in to the AWS marketplace.
2. Search for Proficy Historian.
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A list of products in Proficy Historian appears.
3. Select WebAdmin and Rest API for Proficy Historian.

proficy historian (3 results) showing 1 - 3

Sort By: Relevance v

| WebAdmin and Rest API for Proficy Historian |
gital | Ver 202270

By GE Digital |Ver 20221

By GE Digital |Ver 2022.1

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Histarian. This improves the performance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

Proficy Historian for AWS (Term License)

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

The product overview and other details appear.
4. Select Continue to Subscribe.

By: GE Digital (4

LirwneUini

Pricing Usage

Overview

Product Overview

WebAdmin and REST AP conlainens ane delpoyed on ECT Iinlands i The Saeme
VRC of Proficy Historian, This improves the performance in terms of connectivity
and response. The depleyments connect to Proficy Histaran running on EXS

through MLE.
Version HYP-0.9
By GE Digital (&
Categories Industrial T &

LirsueUnix, Amazon Linux 5.10.82-
B3.359amme

Operating Syslem

Dl by Mithads

Amazon Muching Image

WebAdmin and Rest API for Proficy Historian

High

‘Webadmin and Rest AP containers Connect to Proficy Historian running on EKS.

| contnuetosncion |
| Save to List |
Typaasl Total Prire
$0.042/hr
Wi Dorlaibs
Support Reviews

'_:_"h

= Easy to connect to Proficy Historian and High
Performane
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Your request for subscription is processed.
5. Select Continue to Configuration.

=
@‘ WebAdmin and Rest API for Proficy Historian Continue to Configuration

Strigribe

Subscribe to this software

You're subscribed to this software, Please see the terms and pricing details below or cdlick the button above to
configure your software.
Terms and Conditions

GE Digital Offer

You have subscribed to this software and agreed that your use of this software is subject to the pricing terms

and the seller's End User License Agreement (ELULA) CF, You agreed that AWS may share information about this
transaction (incleding your payment terms) with the respective seller, reseller or underlying provider, as
applicable, in accordance with the AWS Privacy Notice £, WS will kssue invobces and collect payments from
you an behalf of the seller through your AWS account. Your use of AWS servites remains subject to the ANS
Customer Agresment 2 or other 3 gresment with AWS governing your use of susch services,

Produce EHective cate Espirnticn dute Artion

‘Webtihdmin and Rest AP for Proficy Historian SMTFA022 M w Show Detal

The Configure this Software page appears.

6. Enter values as described in the following table.

Field Description
Fulfilment option Select 64-bit (x86) Amazon Machine Image
(AMI).
Software version Select 2022.1.
Region Select the region on which you want to deploy

the Web Admin console and the REST Query
service. For optimum performance, we recom-
mend that you use the same region as the one
on which you have deployed Proficy Historian
for AWS.

7. Select Continue to Launch.




Cloud Historian | 6 - Using the Web Admin Console | 96

@ WebAdmin and Rest AP for Proficy Historian

Configue
Configure this software

Choose a fulfillment option and software verskon to launch this softeare.

Fulfillment option
64-bit (136) Amaron Machine Image (AMI)

Saltwane version

P05 (May 09, 2027) 5

Region

WS Earst (M. Virginia)

L o Lineal Zorees o 'WaveLength infrastroctisre deployment may alter your firnsl peicing

Ami Id: ami=050007 3808 1 GOS0
Ami Mixs: fawsfservice/marketplace/prod- Syansyomy 2ubl/mvp-0.9 Learm Mo e m
Product Code: afvetiplae | zh 2idh Slgpnide

Releate notes lupdated May 9, 2022

Continue 1o Launch

Pricing information

Saftware Pricing

WebAdmin and $0ite
st A fes
Proficy Histadan

Infrastructune Pricing
[ie= 1 * thmediam
Mpslily Eslimale 3000 monlk

The Launch this software page appears.

8. In the Choose Action field, select Launch through EC2, and then select Launch.
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WebAdmin and Rest API for Proficy Historian

Launch this software

Review the launch configuration details and follow the instructions to launch this software.

Configuration details

Fulfillment option 64-bit (x86) Amazon Machine Image [(AMI)
WebAdmin and Rest AP| for Proficy Historian

Software version MVP-0.9

Region US East (M. Virginia)

Usage instructions

Choose Action

Choose this action to launch your configuration through the

i icik 'S
Launch thr ough EC2 M Amazon EC2 console.

Launch
The Launch an instance page appears.
9. Enter values as described in the following table.
Field Description
Name Enter a tag name for the instance.
Instance type Select the instance type for the Web Admin

console and the REST Query service. Choose
the type based on your data consumption.
We recommend a minimum configuration of
t3.medium.

Key pair Select a key pair of the type RSA and for-
mat .pem, if you have one. If not, you can create
a key pair.

10. Under Network settings, select Edit.


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
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v Network settings Edit

Metwork
vpc-fheb8586

Subnet

No preference (Default subnet in any availability zone)

Auto-assign public IP

Enable

Security groups (Firewall) Info

A security group is a set of firewall rules that control the traffic for your instance, Add rules to allow specific traffic to reach your instance
We'll create a new security group called "‘WebAdmin and Rest API for Proficy Historian-MVP-0.9-AutogenByAWSMP-
-1" with the following rules:

e, Anywhere -
00,0000
ety o™ Anywhere v
Allow CUSTDMTCIPtraHhc from Anywhere .
0.0.0.0/0
11. Enter values as described in the following table.
Field Description
VPC Select the VPC on which you want to deploy the Web Admin console and the
REST Query service.
Subnet Select the public subnet of the VPC on which you have deployed Proficy His-
torian for AWS. If you have used the default VPC, you need not provide the
subnet details.

12. Under Inbound security groups rules, enter the following values for security group rules 1 and 2

respectively:

Type Protocol Port Range Source type

SSH TCP 22 Select Custom, and enter the public IP address of the
machine or network from which you want to access
the Web Admin console and the REST Query service.
Provide a static IP address, or use the CIDR notation

(for example, <IP address>/16).
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Type Protocol Port Range Source type
Custom TCP 9443 Select Custom, and enter the public IP address of the
TCP Rule machine or network from which you want to access

the Web Admin console. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the Web Admin console only
from your local machine, select My IP.

Custom TCP 8989 Select Custom, and enter the public IP address of the
TCP Rule machine or network from which you want to access
the REST Query service. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the REST Query service only

from your local machine, select My IP.

13. As needed, configure storage and advance settings.
14. Select Launch Instance.
The Web Admin console and the REST Query service are deployed.

What to do next
Connect the Web Admin console and the REST Query service with Proficy Historian for AWS. (on page
109)

Deploy the Web Admin Console and the REST Query Service by Launching
from Website

Before you begin
Deploy Proficy Historian for AWS (on page 14).

About this task

The Web Admin console (on page 93) is a web-based user interface, which you can use to monitor,
supervise, archive, retrieve, and control data stored in the Historian server. And, the REST Query service
(on page 128) contains APIs to fetch data from the Historian database.

This topic describes how to deploy the Web Admin console and the REST Query service using an Amazon
Machine Image (AMI) by launching from a website. You can also deploy them by launching through EC2
(on page 33).
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When you deploy the AMI, you will create a key pair (or use an existing one), which will be used later to
connect the Web Admin console and the REST Query service with the Historian server.

Procedure
1. Log in to the AWS marketplace.
2. Search for Proficy Historian.
A list of products in Proficy Historian appears.
3. Select WebAdmin and Rest API for Proficy Historian.

proficy historian (3 results) showing 1-3 | @

Sort By: Relevance v

I WebAdmin and Rest API for Proficy Historian I
iy igital | Ver 20227

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the perfermance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

Proficy Historian for AWS (Term License)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

The product overview and other details appear.
4. Select Continue to Subscribe.
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WebAdmin and Rest AP for Proficy Historian _ Contineto Subaeribs |
By GE Digital &  Latesit Versior: MVP-04 Save to List

‘Webadmin and Rest AP containers Connect 1o Proficy Historian running on EES.

Typical Total Price

T $0.042/hr
Tt 1 P 5
i Dol b
Overview Pricing Usage Support Reviews

Product Overview

WebAdmin and REST AP conlainess are delpoyed on ECT livLangs i the Saeme

VRC of Proficy Historian, This improves the performance in terms of connectivity Highlights
and response. The deployments connect to Proficy Historan running on EXS
theough MLE. = Eagy to connect to Proficy Historian and High
Performance
Version MYP-0.5
By GE Digital (£
Categoried Industrial laT
Operating System LirsusifUnix, Amazon Linus 51082
&3.35%amm2
Dl ey Mithads Amazon Machine Inage

Your request for subscription is processed.
5. Select Continue to Configuration.

@ WebAdmin and Rest API for Proficy Historian _

o Prisiucy Daral Subrribe

Subscribe to this software

You're subscribed o this software, Please see the terms and pricing details below or click the button above to
configure your software.

Terms and Conditions
GE Digital Offer

You have subscoribed to this software and agreed that your use of this software is subject to the pricing terms
and the seller's End User License Agreement (EULA) . You agreed that AWS may share information about this
transaction (incleding your payment tenms) with the respective seller, reseller or underlying provider, as
applicable, in accordance with the AWS Privacy Notice [, AWS will Issue invoboes and collect payments from
you an behalf of the seller through your AWS account. Your use of AWS services remains subject to the AWS
Customer Agreement™ or other agreement with AWS governing your use of such services.

Webikdmin and Rest AP1 for Proficy Historian SM7r2022 N w Show Details

The Configure this Software page appears.
6. Enter values as described in the following table.
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Field

Description

Fulfilment option

Select 64-bit (x86) Amazon Machine Image
(AMI).

Software version

Select 2022.1.

Region

Select the region on which you want to deploy
the Web Admin console and the REST Query
service. For optimum performance, we recom-
mend that you use the same region as the one
on which you have deployed Proficy Historian
for AWS.

7. Select Continue to Launch.

-'/ \\

Fulfitiment option

Soulimng

Configure this software

Choose a fulfillment option and software version to launch this softeare.

Ami Mizs: fyorfsenvicefmarketplaceprod- Syarmyorry 2ublimep-0.9 Le

Product Code: aBvnatipane 120 2kdh Slgpnide

WebAdmin and Rest API for Proficy Historian Continus ta Liunch

Pricing information

Software Pricing

Wirbhdmin and $0yh

Salftwand vershor Rarpt A fer
Proficy Histedan

1.5 | My 2
Regien Infragtructure Pricing
il = 1 * {3 madiorn

Mupsilhily Cilimale FI0UD0 Lk

e of Local Zonses or WaveLength infrastrsctune deployment may alter your finald peicing

Ami Id: ami-050007 3808 1 GOS0

The Launch this software page appears.

8. In the Choose Action field, select Launch from Website, and then select Launch.
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Launch this software

Review the launch configuration details and follow the instructions to launch this software.

Configuration details

Fulfillment option 64-bit (x86) Amazon Machine Image (AMI)
WebAdmin and Rest AP for Proficy Historian

Software version MYP-0.9

Region US East (N. Virginia)

Choose Action

. Choose this action to launch from this website
Launch from Website ks

9. Enter values as described in the following table.

Field Description

EC2 Instance type Select the instance type for the Web Admin
console and the REST Query service. Choose
the type based on your data consumption.
We recommend a minimum configuration of

t3.medium.

VPC Settings Select the VPC on which you want to deploy the
Web Admin console and the REST Query ser-
vice.

Subnet Settings Select the public subnet of the VPC on which

you have deployed Proficy Historian for AWS.
If you have used the default VPC, you need not

provide the subnet details.

10. Under Security Group Settings, select Create New Based on Seller Settings.
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WebAdmin and Rest API for Proficy Historian

VPC Settings

* indicates a default wvpc

&

Create a VPC in EC2

Subnet Settings

IPvd CIDR block:

Q

Create a subnet in EC2

(Ensure you are in the selected VPC above)

Security Group Settings

A security group acts as a firewall that controls the traffic allowed to reach one or more instances. You can create a new

security group based on seller-recommended settings or choose one of your existing groups. Learn more

Select a security group -

Create New Based On Seller Settings

11. Enter a name and description for the security group. In the Source (IP or Group) column, leave the
default value (Anywhere) as is for now. You will change these values later.



Cloud Historian | 6 - Using the Web Admin Console | 105

WebAdmin and Rest API for Proficy Historian

Security Group Settings

A security group acts as a firewall that controls the traffic allowed to reach one or more instances. You can create a new

security group based on seller-recommended settings or choose one of your existing groups. Learn more

Create new based on seller settings

A new security group will be generated by AWS Marketplace, It is based on recommended settings for WebAdmin and
Rest AP for Proficy Historian version MVP-0.9,

Name your security Group

[ |

Description

| |

Source (IP or Group

SS5H tcp 22 Anywhe 0.0.0.0/0

tcp 8989 Arywhe 0.0.0.0/0

tep 9443 Anywhe -~ §000.0.0/0

Rules with source of 0.0.0.0/0 allows all IP addresses to access your instance. We recommend limiting access to only
known IP addresses.

Cancel

12. Select Save.

13. Under Key Pair Settings, select a key pair of the type RSA and format .pem. If you do not have a key
pair, you can create it.

14. Under Inbound security groups rules, enter the following values for security group rules 1 and 2
respectively:

Type Protocol Port Range Source type

SSH TCP 22 Select Custom, and enter the public IP address of the

machine or network from which you want to access

the Web Admin console and the REST Query service.


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
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Type

Protocol

Port Range

Source type

Provide a static IP address, or use the CIDR notation

(for example, <IP address>/16).

Custom
TCP Rule

TCP

9443

Select Custom, and enter the public IP address of the
machine or network from which you want to access
the Web Admin console. Provide a static IP address, or

use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the Web Admin console only
from your local machine, select My IP.

Custom
TCP Rule

TCP

8989

Select Custom, and enter the public IP address of the
machine or network from which you want to access
the REST Query service. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the REST Query service only

from your local machine, select My IP.

15. Select Launch.

The Web Admin console and the REST Query service are deployed.
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What to do next
1. Edit the inbound security rules:
a. In the success message that appears at the top of the page, select EC2 Console.

Launch this software

Congratulations! An instance of this software is successfully deployed on EC2!

AMI ID: (View Launch Configuration Details)

You can view this instance on{EC2 Console.fYou can also view all instances on Your Software. Software and AWS hourly
usage fees apply when the instance is running and will appear on your monthly bill.

You can launch this configuration again below or go to the configuration page to start a new one,

Configuration details

Fulfillment option &4-bit (x86) Amazon Machine Image (AMI)
WebAdmin and Rest AP for Proficy Historian

Software version MVP-0.9

Region US East (N. Virginia)

Usage instructions

b. In the list of instances that appears, select the one on which you have deployed the Web
Admin console and the REST Query service.

c. Select Security, and then select the security group.

Instances (1/12) info & Connect Instance state ¥ Actions w d

Q 1y @
-] Name v Instance ID Instance state v Instance type ¥ Status check Alarm status
MLB-instance @ Running @& m5.large @ 2/2 checks passed  Noalarms 4
cllector @ Running @& t2.2xlarge @ 2/2 checks passed  Noalarms <=
- @ Running @& mSlarge @ 2/2 checks passed  No alarms 4
Running @& tI.mediem @ 2/2 checks passed  No alarms =
Instance: i-0358ee0247575f60e (collector) - ® X

Details HMetworking Storage Status checks Monitoring Tags

¥ Security details

IAM Role Crwner 10 Launch time
- [u] Tue Mar 15 2022 17:14:57 GMT+0530 (India
Standard Time)

Security groups

]

¥ Inbound rules
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d. Under Inbound rules, select Edit inbound rules.

Details

Inbound rules (4

Stcurity group nde... 7 1P version

Actlons ¥

0

Ren Risch ty Ans b 4
©
1 ®

Type ; Prateol d Part range

e. Edit the security groups as follows, and then select Save rules:

Type

Protocol

Port Range

Source type

SSH

TCP

22

Select Custom, and enter the public IP address

of the machine or network from which you want
to access the Web Admin console and the REST
Query service. Provide a static IP address, or use
the CIDR notation (for example, <IP address>/16).

Custom
TCP Rule

TCP

9443

Select Custom, and enter the public IP address of
the machine or network from which you want to
access the Web Admin console. Provide a static IP
address, or use the CIDR notation (for example, <IP
address>/16).

Or, if you want to access the Web Admin console
only from your local machine, select My IP.

Custom
TCP Rule

TCP

8989

Select Custom, and enter the public IP address of
the machine or network from which you want to
access the REST Query service. Provide a static IP
address, or use the CIDR notation (for example, <IP
address>/16).
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Type Protocol | Port Range Source type

Or, if you want to access the REST Query service
only from your local machine, select My IP.

Edit inbound rules ..

Inbound rules .

Security group rule 13 Troe it Frotocel e Portrange Source infe Dwsiription - ppteonal 1o

2. Connect the Web Admin console and the REST Query service with Proficy Historian for AWS (on
page 109).

Connect the Web Admin Console and the REST Query Service
with the Historian Server

Before you begin
« Deploy the Web Admin console and the REST Query service (on page 33).
« Initialize the EC2 instance on which you have deployed Proficy Historian for AWS.

About this task
This topic describes how to generate a configuration file for the Web Admin console and the REST Query

service. The configuration file is used to connect these applications with the Historian server.
g ™

Note:

If you restart the EC2 instance on which you have deployed the Web Admin console and the REST

Query service, you must generate the configuration file once again to connect the Web Admin
console and the REST Query service with the Historian server.
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Procedure

1. Run Command Prompt as an administrator.

2. Runthe d oudHi st ori anConfi gurationUtility. exe file. It is provided along with the

collectors installer. After you install collectors, it will be available in the C. \ Progr am Fi | es\ GE
Digital\H storian O oud Confi g folder by default.
3. Enter the number corresponding to generating a configuration file.

4. Enter the following details:

Field

Description

NLB DNS

Enter the Amazon Network Load Balancer (NLB) DNS.

-
0 Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have de-

ployed Proficy Historian for AWS.

b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, se-
lect Load Balancers.

d. Select the load balancer for which you want to
find the DNS.

e. In the Description section, copy the DNS name.
N J

Username

Enter the username to connect to Proficy Historian for AWS.

Password

Enter the password to connect to Proficy Historian for AWS.

0 Tip:

This is the value you entered in the Password field un-

der UAA Configuration when you created the stack.

EC2 instance

DNS or public IP address of the

Enter the public IP address or DNS of the EC2 instance on which
you have installed the Web Admin console and the REST Query

service.

Key file path

Enter the path to the .pem file that was downloaded when you
created a key pair while installing the Web Admin console and
the REST Query service.

The Web Admin console and the REST Query service are connected with the Historian server.
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Access the Web Admin Console

Before you begin

Connect the Web Admin console with the Historian server (on page 709).

Procedure
1. Access the following URL: ht t ps: // <I P addr ess>: 9443/ hi st ori an- vi sual i zat i on/ hwa, where </P
address> is the public IP address of the EC2 instance on which you have installed the Web Admin
console.

2. Enter the following credentials:

Field Description

Username Enter the username of any user who is part of a Historian securi-
ty group, By default, the user ihCloudHistAdmin is created.

Password Enter the password for the user. For ihCloudHistAdmin, enter
the value that you provided in the UAA Configuration field while
deploying Proficy Historian for AWS.

The Web Admin console appears.

About Data Stores

A data store is logical collection of tags. It is used to store, organize, and manage tags according to the
data source and storage requirements. A data store can have multiple archive files (*.IHA), and includes
both logical and physical storage definitions.

Tags can be segregated into separate archives through the use of data stores. The primary use of data
stores is to segregate tags by data collection intervals. For example, you can put a name plate or static
tags where the value rarely changes into one data store, and your process tags into another data store.
This can improve query performance.

Historian data stores are stored as archive files that contain data gathered from all data sources during a
specific period of time. You can write and read data from the archive files.

You can define two types of data stores:
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« Historical Data Store: Tags stored under historical data store will store data as long as the disk
space is available. Depending on your license, you may be able to create multiple historical data
stores. The maximum number of historical data stores supported depends on the license.

- SCADA Buffer Data Store: Tags stored under the SCADA buffer data store will store data for a
specific duration of time based on license.

When you install the Historian server, two historical data stores are installed by default.

- System: Stores performance tags. This is only for internal usage within Historian, and you cannot
add tags to this data store. You must not rename or delete the system data store.

- User: Stores tag data. This is a default data store. You can rename and delete a user data store as
long as there is another default data store set for tag addition.

Based on your license, a SCADA Buffer data store may also be installed. It stores short-term tags and
data.

Create a Data Store

Before you begin

Connect the Web Admin console with the Historian server (on page 109).

About this task
The number of data stores that you can create depends on your license.

Procedure
1. Access the Web Admin console (on page 111).
2. Select Data Stores.

Historian

Rate Events Collected Events Reported Redundancy Details

@
6]

U @ 5
@
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A list of data stores appears.

3. Enter values as described in the following table.

Field Description

Data Store Name Enter a unique name for the data store. A value is required. You can
use all alphanumeric characters and special characters except / \ * ?

<>|
Description Enter a description for the data store.
Is Default Switch the toggle on if you want to set this data store as the default

one. A default data store is the one that is considered if you do not
specify a data store while adding a tag. You can set only one data
store as default.

4. Select e )

Histarian

8 Configuration

Data Stores

DraAabaore Mo Ty Demciiplion et MumberiTogs o Shote it Enchecte

]

;y & >
-
L]

The data store is created.

When you add tags to the data store, it will have its own set of .IHA (iHistorian Archive) files.

Ensure that you back up the new data store archives periodically using EFS.


https://docs.aws.amazon.com/efs/latest/ug/efs-backup-solutions.html
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Access a Data Store

Procedure

1. Access the Web Admin console (on page 1117).

2. Select Data Stores.

Historian

Rate Events Collected Events Reported Redundancy Details View/Echt

@
®
0] >
@

A list of data stores appears. By default, the list is refreshed every 10 minutes. You can, however,

refresh it manually by selecting @

3. In the row containing the data store that you want to access, select ) .

The details of the data store appear, displaying the following information:

Field

Description

Archive Compression

Displays the current effect of archive data compression. If the
value is zero, it indicates that archive compression is either in-
effective or turned off. To increase the effect of data compres-
sion, increase the value of archive compression deadbands on
individual tags.

In calculating the effect of archive compression, Historian
counts internal system tags as well as data source tags. There-
fore, when working with a very small number of tags and with
compression disabled on data source tags, this field may in-
dicate a value other than zero. If you use a realistic number of
tags, however, system tags will constitute a very small percent-
age of total tags and will therefore not cause a significant error
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Field

Description

in calculating the effect of archive compression on the total sys-

tem.

Free Space

Not applicable

Consumption Rate

Displays how fast the archive disk space is consumed. If the
value is too high, you can reduce it by slowing the poll rate on
selected tags or data points or by increasing the filtering on the
data (widening the compression deadband to increase com-
pression).

Write Cache Hits

Displays the hit ratio of the write cache in percentage of total
writes. It is a measure of how efficiently the system is collecting
data. Typically, this value should range from 95 to 99.99%. If the
data is changing rapidly over a wide range, however, the hit per-
centage drops significantly because current values differ from
recently cached values. More regular sampling may increase the
hit percentage. Out-of-order data also reduces the hit ratio.

Estimated Days to fill

Not applicable

Failed Writes

Displays the number of samples that failed to be written. Since
failed writes are a measure of system malfunctions or an indica-
tion of offline archive problems, this value should be zero. If you
observe a non-zero value, investigate the cause of the problem

and take corrective action.

Historian also generates a message if a write fails. Note that the
message only appears once per tag, for a succession of failed
writes associated with that tag. For example, if the number dis-
played in this field is 20, but they all pertain to one Historian

tag, you will only receive one message until that Historian tag is
functional again.

Alerts Since Startup

Not applicable

Receive Rate

Displays how busy the server is at a given instance and the rate
at which the server is receiving data from collectors.

Messages Since Startup

Not applicable
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Field Description
Number of Archives The number of archives in the data store.
Number of Tags The number of tags in the data store.

Modify a Data Store

About this task
You can change the name and description of a data store. You can also set a data store as default. In
addition, you can configure the default settings of archives.

Procedure
1. Access the Web Admin console (on page 1117).

2. Select Data Stores.

Historian

Momes Rote Events Collectod Bvents Reported Rediunsdancy el

@
®

U @ 5
@

A list of data stores appears.

"l

—
3. In the Edit column, select i_'f':
The Edit Data Store Configuration window appears.

4. Modify values as described in the following table.

Field Description

Data Store Name Enter a unique name for the data store. A value is required. You
can use all alphanumeric characters and special characters ex-

cept/\*?<>|
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Field

Description

Note:

You cannot rename the system data store.

Description

Enter a description for the data store.

Is Default

Switch the toggle on if you want to set this data store as the de-
fault one. A default data store is the one that is considered if
you do not specify a data store while adding a tag. You can set

only one data store as default.

5. Select Save.
The data store is modified.

6. If you want to modify the default settings of archives in the data store, in the row containing the

data store, select > .

The details of the data store appear.

7. Select Configuration, and then modify values as described in the following table.

Field

Description

Default Archive Path

The default path of the folder in which you want to create the

archives for the data store.

- ™
Note:

We recommend not to use a period in the default

archive path field. If you do so, you will not be able to

specify a default archive name.
N J

Base Archive Name

A prefix that you want to add to all the archive files.

Use Caching

Indicates whether caching must be enabled. When reading da-
ta from the archiver, some data is saved in the system memo-
ry and retrieved using caching. This results in faster retrieval as
the data is already stored in the buffer.

This option is not available for SCADA Buffer data stores.

Default Backup Path

Not applicable. Use EFS to back up and restore archives.



https://docs.aws.amazon.com/efs/latest/ug/efs-backup-solutions.html
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Field

Description

Free Space Required (MB)

Indicates the remaining disk space required after a new archive
is created. If the available space is less than the requirement, a
new archive is not created.

Generate Message on Data

If this option is enabled, an audit log entry will be made any time
the value of a previously archived data point in the Historian
archive is overwritten. This log entry will contain both the origi-

nal and new values.

If you want to create multiple archives at the same time, disable

this option.

This option is not available for SCADA buffer data stores.

Archive Duration

The duration of a newly created archive in days or hours. A new
archive will be created after the selected number of days or
hours.

Automatically Create Archives

If enabled, the server automatically creates a new archive in the
default path directory whenever the current archive is full. If dis-
abled, no new data will be written to the archives after the cur-
rent archive is full.

Store OPC Quality

Stores the OPC data quality.

To create multiple archives at the same time, Store OPC Quality
must be Disabled.

Data Read Only After (hrs)

The number of hours, prior to now, for which data can be stored
in a read/write archive. After the time expires, that portion of the
archive file is automatically made read-only. Incoming data val-

ues with timestamps prior to this time are rejected.

A single archive file, therefore, may contain a read-only section,
another read-write section containing recently written data, and

unused free space.

Overwrite Old Archives

When enabled, the system replaces the oldest archived data

with new data when the default size has been reached.
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Field

Description

» To create multiple archives at the same time, disable this
option.

« If you enable both Automatically Create Archives and
Overwrite Old Archives, you must set i hAr chi veFr eeS-
paceHar dLi mi t to TRUE using APls.

Stale Period

Specifies the duration in days after which tags are considered
stale for this data store. Valid values are:
- 0: If you enter this value, tags are never considered stale.
« 7 to 36500 (100 years)
Stale tags are tags that have no new data samples within a
specified period of time. These tags add to system overhead

and slow down user queries.

Stale Period Check

Specifies the frequency in days with which the staleness of the
tag is checked. You can enter a value between 1 and 30.

Stale tags are tags that have no new data samples within a
specified period of time. These tags add to system overhead

and slow down user queries.

8. Select Update.
The archive settings of the data store are modified.

Delete Data Store

About this task

You can delete a data store if it is no longer needed. You must not delete the system data store. You

cannot delete the last user data store; at least one user data store must exist.

Procedure

1. Access the Web Admin console (on page 1117).

2. Select Data Stores.
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Historian

Rate Events Collected Events Reported Redundancy Details View/Echt

@
®
®

A list of data stores appears.
alanis
3. In the Delete column, select B .

A message appears, asking you to confirm that you want to delete the data store.
4. Select Yes.
The data store is deleted.

About Tags

A Historian tag is used to store data related to a property.

For example, if you want to store the pressure, temperature, and other operating conditions of a boiler, a
tag will be created for each one in Historian.

When you collect data using a collector, tags are created automatically in Historian to store these values.
These tags are mapped with the corresponding properties in the source.

For example, suppose you want to store OSI Pl data in Historian. You will specify the OSI PI tags for which
you want to collect data. The OSI PI collector creates the corresponding tags in Historian, and it stores the
values in those tags.

You can also choose to create tags manually.
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Add a Tag Manually

Before you begin
1. Connect the Web Admin console with the Historian server (on page 709).
2. If you want to associate tags with a collector, install collectors (on page 26), and then create a
collector instance (on page 60).

About this task

Typically, when you browse a data source for tags, you can choose to add those tags to Historian (on page
123). The corresponding tags are then created in Historian. However, you can also add tags manually
(without browsing from a data source). You can choose to associate these tags with a collector, which
then collects data for the tag.

Procedure
1. Access the Web Admin console (on page 1117).
2. Select Tags.

Historian

S& Configuration

Collectors (0] od On - 03/28/2022 04212001 @)

4 Name Rate Overruns Out Of Order Lost Chonge Redundancy

A list of tags appears.

3. Select b+ , and then select Add Tag.
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Historian
25 Configuration
Tags
¥ Tag Viewer - Showing Tags (0) ﬂ Advanced Search v
®
Add Tog
o
» Tag Editor
The Add Tag window appears.
4. Enter values as described in the following table.
Field Description
Collector Name Select the collector instance using which you want to collect the tag
data.
Source Address Enter the host name or IP address of the data source from which you
want to collect the tag data.
Tag Name Enter a tag name. A value is required and must be unique.
Data Store Select the data store in which you want to store the tag data. By de-
fault, the default data store is selected.
Data Type Enter the data type of the tag.
Time Resolution Enter the time resolution of the tag. For example, if you select Se-
conds, tag data is stored every second.

5. Select Add.
The tag is added.
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Add a Tag from a Collector

About this task
When you add tags from a collector, the collector browses the data source for a list of tags. You can
select the ones that you want to add to Historian. These tags are then created in the Historian database.

You can also create tags manually (on page 71217).

Procedure
1. Access the Web Admin console (on page 1117).
2. Select Tags.

Historian

Collectors (0} od On - 03/28/2022 04az:12PMl €9

4 Name Rate Overruns Out Of Order Lost Change Fedundancy

A list of tags appears.

3. Select o , and then select Add Tag(s) from Collector.
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Historian
25 Configuration
Tags
¥ Tag Viewer - Showing Tags (0) ﬂ Advanced Search v
®
rdd Tog
o
» Tag Editor
The Add Tag(s) from Collector window appears.
4. Enter values as described in the following table.
Field Description
Collector Select the collector using which you want to
browse the source.
Source Tag Name Specify the names of tags that you want to add.

A list of tags that match the criteria appear.
5. Select Add or Add All.

The selected tags appear in the right section.
6. Select Add Selected Tags.

The tags are added.

Copy a Tag
About this task

Procedure
1. Access the Web Admin console (on page 1117).
2. Select Tags.
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Historian

g8 Configuration

Collectors (0} od On - 03/28/2022 04az:12PMl €9

4 Name Rate Che ; Out Of Order Lost Change Fedundancy

A list of tags appears.

3. Select the tag that you want to copy, and then select h .
The Copy Tag window appears.

4. In the New Tag Name field, enter a unique name for the tag, and then select Ok.

Access Tag Values

About this task
You can access tag values in any of the following formats:

- Trend chart: Plots the trend chart of the tag values interpolated in the last 10 minutes. You can
choose among a line, column, and an area graph. You can use a trend chart to compare the values
of multiple tags.

- Last 10 raw values: Displays a list of the last 10 raw values of tags. The values of each tag are
displayed separately.

For either of these options, you can select up to 10 tags.

The difference in the timestamp of consecutive values depends on the time resolution of the tag. For
example, if the time resolution is seconds, the timestamp of consecutive values of the tag will be one
second apart.
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Procedure
1. Access the Web Admin console (on page 1117).
2. Select Tags.

Historian

& Configuration

e

ta Stores

Collectors (0] «d On - 03/26/2022 04:42120M) @

4 Narme Rate Overruns Out Of Order Lost Change Redundancy

A list of tags appears.

0 Tip:

You can filter the list of tags by selecting or Advanced Search.

3. Select the tags whose data you want to access/plot. You can select up to 10 tags at a time.

H
4. Select , and then select one of the following options:
- Trend: Select this option if you want to plot a trend chart of the tag values. You can choose

among a line graph, a bar graph, and an area graph. The data is interpolated for the last 10
minutes.

- Last 10 Raw Values: Select this option if you want to view the last 10 values of each tag.
The trend chart or the last 10 values of the selected tags appear.

Delete a Tag

About this task

When you delete a tag, you can choose between the following options:
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- Remove a tag from the system: When you remove a tag from a system, the tag and its data will still
be available. Therefore, you cannot create a tag with the same name.

- Delete a tag permanently: When you delete a tag, it is deleted from Historian, and the tag data will
no longer be available.

You can delete multiple tags at a time.

Procedure
1. Access the Web Admin console (on page 1117).
2. Select Tags.

Historian

S& Configuration

Collectors (0 od 00 - 0312672022 04421200 @)

4 Name Rate Overruns Out Of Order Last Change Redundancy

A list of tags appears.

s
3. Select the tag that you want to delete, and then select B

A message appears, asking you to choose between the following options:
- Remove a tag from the system: When you remove a tag from a system, the tag and its data
will still be available. Therefore, you cannot create a tag with the same name.
* Delete a tag permanently: When you delete a tag, it is deleted from Historian, and the tag
data will no longer be available.
4. Select the appropriate option, and then select Ok.
A message appears, asking you to confirm that you want to remove/delete the tag.
5. Select Yes.

The tag is removed/deleted.



Chapter 7. Using the REST Query Service

Overview of the REST Query Service

The REST Query service contains APIs to fetch data from the Historian database. You can fetch data

such as the latest data point of a tag or data points for a duration. Using these APIs, you can also work on

aggregation techniques like average, minimum, and maximum values. The REST query container exposes

port number 8989 for querying the data.

Workflow for Using the REST Query Service

Step

Description

Notes

Deploy Proficy Historian for AWS (on page
14).

This step is required. Make a note of the NLB
DNS of the EC2 instance on which you have
deployed Proficy Historian for AWS.

-
o Tip:

To find the NLB DNS:

1. Access the EKS cluster on
which you have deployed
Proficy Historian for AWS.

2. Access the EC2 instance.

3. In the navigation pane, under
Load Balancing, select Load
Balancers.

4. Select the load balancer for
which you want to find the
DNS.

5. In the Description section,
copy the DNS name.

N J

Deploy the Web Admin console and the REST

Query service (on page 33).

This step is required.
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Step Description Notes

3 Connect the Web Admin console and the This step is required.

REST Query service with the Historian server
(on page 109).

4 Install an API platform, such as POSTMAN. [ This step is required. The API platform is
used to send API requests and receive re-
sponses.

5 Get an authorization token by sending are- | This step is required to establish a connec-

quest with the following parameters: tion with the UAA service. Copy the token
(the value in the access_token parameter).
* Method: POST
* URI: http://<NLB DNS>:8080/0auth/to-
ken
+ Authorization type: Basic Auth
» Username: Enter adni n.
- Password: Enter the password that
you provided in the UAA Configuration
field while deploying Proficy Historian
for AWS.
* Body: Select x-www-form-urlencoded,
and then enter grant-type and client-
credentials as a key-value pair.

6 Using the API platform, send REST queries. | For a list of available queries, refer to REST
Queries for Retrieving Data Samples (on page
157) and REST Queries for Data Aggre-
gation (on page 167). For information on
common API parameters, refer to Common
API Parameters (on page 147).

Deployment

Deploy the Web Admin Console and the REST Query Service by Launching
through EC2

Before you begin

Deploy Proficy Historian for AWS (on page 14).
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About this task
The Web Admin console (on page 93) is a web-based user interface, which you can use to monitor,
supervise, archive, retrieve, and control data stored in the Historian server. And, the REST Query service

(on page 128) contains APIs to fetch data from the Historian database.

This topic describes how to deploy the Web Admin console and the REST Query service using an Amazon
Machine Image (AMI) by launching though EC2. You can also deploy them by launching from a website
(on page 39).

When you deploy the AMI, you will create a key pair (or use an existing one), which will be used later to
connect the Web Admin console and the REST Query service with the Historian server.

Procedure
1. Log in to the AWS marketplace.
2. Search for Proficy Historian.
A list of products in Proficy Historian appears.
3. Select WebAdmin and Rest API for Proficy Historian.

proficy historian (3 results) showing 1 -3 1 ®

Sort By: Relevance v

I WebAdmin and Rest API for Proficy Historian I
% ¥ GE Digital | Ver 20221

WebAdmin and REST APl containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the performance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)
By GE Digital | Ver 2022.1

&

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

Proficy Historian for AWS (Term License)
% By GE Digital | Ver 2022.1
Proficy Historian is a best-in-class historian software solution that collects industrial time-series

data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

The product overview and other details appear.

4. Select Continue to Subscribe.
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WebAdmin and Rest AP for Proficy Historian _ Contineto Subaeribs |
By GE Digital &  Latesit Versior: MVP-04 Save to List

‘Webadmin and Rest AP containers Connect 1o Proficy Historian running on EES.

Typical Total Price

T $0.042/hr
Tt 1 P 5
i Dol b
Overview Pricing Usage Support Reviews

Product Overview

WebAdmin and REST AP conlainess are delpoyed on ECT livLangs i the Saeme

VRC of Proficy Historian, This improves the performance in terms of connectivity Highlights
and response. The deployments connect to Proficy Historan running on EXS
theough MLE. = Eagy to connect to Proficy Historian and High
Performance
Version MYP-0.5
By GE Digital (£
Categoried Industrial laT
Operating System LirsusifUnix, Amazon Linus 51082
&3.35%amm2
Dl ey Mithads Amazon Machine Inage

Your request for subscription is processed.
5. Select Continue to Configuration.

@ WebAdmin and Rest API for Proficy Historian _

o Prisiucy Daral Subrribe

Subscribe to this software

You're subscribed o this software, Please see the terms and pricing details below or click the button above to
configure your software.

Terms and Conditions
GE Digital Offer

You have subscoribed to this software and agreed that your use of this software is subject to the pricing terms
and the seller's End User License Agreement (EULA) . You agreed that AWS may share information about this
transaction (incleding your payment tenms) with the respective seller, reseller or underlying provider, as
applicable, in accordance with the AWS Privacy Notice [, AWS will Issue invoboes and collect payments from
you an behalf of the seller through your AWS account. Your use of AWS services remains subject to the AWS
Customer Agreement™ or other agreement with AWS governing your use of such services.

Webikdmin and Rest AP1 for Proficy Historian SM7r2022 N w Show Details

The Configure this Software page appears.
6. Enter values as described in the following table.
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Field Description
Fulfilment option Select 64-bit (x86) Amazon Machine Image
(AMI).
Software version Select 2022.1.
Region Select the region on which you want to deploy

the Web Admin console and the REST Query
service. For optimum performance, we recom-
mend that you use the same region as the one
on which you have deployed Proficy Historian
for AWS.

7. Select Continue to Launch.

-'/ \\

WebAdmin and Rest API for Proficy Historian Continus ta Liunch

Soulimng

Configure this software

Choose a fulfillment option and software version to launch this softeare.

Fulfitiment option

B4-bit (a36) Amaron Machine Image [AMI) Software Pricing

Wirbhdmin and $0yh
Salftwant vershon Rarpt A fer
Proficy Histeran
1.5 (M .
Regien Infragtructure Pricing
[1#: 1* thmediam
Mosrthly [slonate 5 30uD0y i LP
e of Local Zonses or WaveLength infrastrsctune deployment may alter your finald peicing
Ami Id: ami-050007 3808 1 GOS0
Ami Allias: fxenfsenvioemarketplace fprod - Syarsyormy 2ubl/mep-0.9 Le More m

Product Code: aBvnatipane 120 2kdh Slgpnide

The Launch this software page appears.
8. In the Choose Action field, select Launch through EC2, and then select Launch.
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WebAdmin and Rest API for Proficy Historian

Launch this software

Review the launch configuration details and follow the instructions to launch this software.

Configuration details

Fulfillment option 64-bit (x86) Amazon Machine Image [(AMI)
WebAdmin and Rest AP| for Proficy Historian

Software version MVP-0.9

Region US East (M. Virginia)

Usage instructions

Choose Action

Choose this action to launch your configuration through the

i icik 'S
Launch thr ough EC2 M Amazon EC2 console.

Launch
The Launch an instance page appears.
9. Enter values as described in the following table.
Field Description
Name Enter a tag name for the instance.
Instance type Select the instance type for the Web Admin

console and the REST Query service. Choose
the type based on your data consumption.
We recommend a minimum configuration of
t3.medium.

Key pair Select a key pair of the type RSA and for-
mat .pem, if you have one. If not, you can create
a key pair.

10. Under Network settings, select Edit.


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
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v Network settings Edit

Metwork
vpc-fheb8586

Subnet

No preference (Default subnet in any availability zone)

Auto-assign public IP

Enable

Security groups (Firewall) Info

A security group is a set of firewall rules that control the traffic for your instance, Add rules to allow specific traffic to reach your instance
We'll create a new security group called "‘WebAdmin and Rest API for Proficy Historian-MVP-0.9-AutogenByAWSMP-
-1" with the following rules:

e, Anywhere -
00,0000
ety o™ Anywhere v
Allow CUSTDMTCIPtraHhc from Anywhere .
0.0.0.0/0
11. Enter values as described in the following table.
Field Description
VPC Select the VPC on which you want to deploy the Web Admin console and the
REST Query service.
Subnet Select the public subnet of the VPC on which you have deployed Proficy His-
torian for AWS. If you have used the default VPC, you need not provide the
subnet details.

12. Under Inbound security groups rules, enter the following values for security group rules 1 and 2

respectively:

Type Protocol Port Range Source type

SSH TCP 22 Select Custom, and enter the public IP address of the
machine or network from which you want to access
the Web Admin console and the REST Query service.
Provide a static IP address, or use the CIDR notation

(for example, <IP address>/16).




Cloud Historian | 7 - Using the REST Query Service | 135

Type Protocol Port Range Source type
Custom TCP 9443 Select Custom, and enter the public IP address of the
TCP Rule machine or network from which you want to access

the Web Admin console. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the Web Admin console only
from your local machine, select My IP.

Custom TCP 8989 Select Custom, and enter the public IP address of the
TCP Rule machine or network from which you want to access
the REST Query service. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the REST Query service only

from your local machine, select My IP.

13. As needed, configure storage and advance settings.
14. Select Launch Instance.
The Web Admin console and the REST Query service are deployed.

What to do next
Connect the Web Admin console and the REST Query service with Proficy Historian for AWS. (on page
109)

Deploy the Web Admin Console and the REST Query Service by Launching
from Website

Before you begin
Deploy Proficy Historian for AWS (on page 14).

About this task

The Web Admin console (on page 93) is a web-based user interface, which you can use to monitor,
supervise, archive, retrieve, and control data stored in the Historian server. And, the REST Query service
(on page 128) contains APIs to fetch data from the Historian database.

This topic describes how to deploy the Web Admin console and the REST Query service using an Amazon
Machine Image (AMI) by launching from a website. You can also deploy them by launching through EC2
(on page 33).
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When you deploy the AMI, you will create a key pair (or use an existing one), which will be used later to
connect the Web Admin console and the REST Query service with the Historian server.

Procedure
1. Log in to the AWS marketplace.
2. Search for Proficy Historian.
A list of products in Proficy Historian appears.
3. Select WebAdmin and Rest API for Proficy Historian.

proficy historian (3 results) showing 1-3 | @

Sort By: Relevance v

I WebAdmin and Rest API for Proficy Historian I
iy igital | Ver 20227

WebAdmin and REST API containers are delpoyed on EC2 Instance in the Same VPC of Proficy
Historian. This improves the perfermance in terms of connectivity and response. The deployments
connect to Proficy Historian running on EKS through NLB.

Proficy Historian for AWS (Consumption Pricing)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value, With decades of experience and thousands of...

Proficy Historian for AWS (Term License)

By GE Digital | Ver 2022.1

Proficy Historian is a best-in-class historian software solution that collects industrial time-series
data at very high speed, stores it efficiently and securely, distributes it, and allows for fast retrieval
and analysis driving greater business value. With decades of experience and thousands of...

The product overview and other details appear.
4. Select Continue to Subscribe.
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WebAdmin and Rest AP for Proficy Historian _ Contineto Subaeribs |
By GE Digital &  Latesit Versior: MVP-04 Save to List

‘Webadmin and Rest AP containers Connect 1o Proficy Historian running on EES.

Typical Total Price

T $0.042/hr
Tt 1 P 5
i Dol b
Overview Pricing Usage Support Reviews

Product Overview

WebAdmin and REST AP conlainess are delpoyed on ECT livLangs i the Saeme

VRC of Proficy Historian, This improves the performance in terms of connectivity Highlights
and response. The deployments connect to Proficy Historan running on EXS
theough MLE. = Eagy to connect to Proficy Historian and High
Performance
Version MYP-0.5
By GE Digital (£
Categoried Industrial laT
Operating System LirsusifUnix, Amazon Linus 51082
&3.35%amm2
Dl ey Mithads Amazon Machine Inage

Your request for subscription is processed.
5. Select Continue to Configuration.

@ WebAdmin and Rest API for Proficy Historian _

o Prisiucy Daral Subrribe

Subscribe to this software

You're subscribed o this software, Please see the terms and pricing details below or click the button above to
configure your software.

Terms and Conditions
GE Digital Offer

You have subscoribed to this software and agreed that your use of this software is subject to the pricing terms
and the seller's End User License Agreement (EULA) . You agreed that AWS may share information about this
transaction (incleding your payment tenms) with the respective seller, reseller or underlying provider, as
applicable, in accordance with the AWS Privacy Notice [, AWS will Issue invoboes and collect payments from
you an behalf of the seller through your AWS account. Your use of AWS services remains subject to the AWS
Customer Agreement™ or other agreement with AWS governing your use of such services.

Webikdmin and Rest AP1 for Proficy Historian SM7r2022 N w Show Details

The Configure this Software page appears.
6. Enter values as described in the following table.
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Field Description
Fulfilment option Select 64-bit (x86) Amazon Machine Image
(AMI).
Software version Select 2022.1.
Region Select the region on which you want to deploy

the Web Admin console and the REST Query
service. For optimum performance, we recom-
mend that you use the same region as the one
on which you have deployed Proficy Historian
for AWS.

7. Select Continue to Launch.

-'/ \\

WebAdmin and Rest API for Proficy Historian Continus ta Liunch

Soulimng

Configure this software

Choose a fulfillment option and software version to launch this softeare.

Fulfitiment option

Software Pricing
Wirbhdmin and $0yh
Salftwant vershon Rarpt A fer

Proficy Histerian

Risfjicn Infragtructure Pricing
WS East (M. Yirginia) [ 1* thmediam
Mosrthly [slonate 5 30uD0y i LP
e of Local Zonses or WaveLength infrastrsctune deployment may alter your finald peicing
Ami Id: ami-050007 3808 1 GOS0
Ami Mizs: fyorfsenvicefmarketplaceprod- Syarmyorry 2ublimep-0.9 Le More 'm

Product Code: aBvnatipane 120 2kdh Slgpnide

The Launch this software page appears.
8. In the Choose Action field, select Launch from Website, and then select Launch.
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Launch this software

Review the launch configuration details and follow the instructions to launch this software.

Configuration details

Fulfillment option 64-bit (x86) Amazon Machine Image (AMI)
WebAdmin and Rest AP for Proficy Historian

Software version MYP-0.9

Region US East (N. Virginia)

Choose Action

. Choose this action to launch from this website
Launch from Website ks

9. Enter values as described in the following table.

Field Description

EC2 Instance type Select the instance type for the Web Admin
console and the REST Query service. Choose
the type based on your data consumption.
We recommend a minimum configuration of

t3.medium.

VPC Settings Select the VPC on which you want to deploy the
Web Admin console and the REST Query ser-
vice.

Subnet Settings Select the public subnet of the VPC on which

you have deployed Proficy Historian for AWS.
If you have used the default VPC, you need not

provide the subnet details.

10. Under Security Group Settings, select Create New Based on Seller Settings.
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WebAdmin and Rest API for Proficy Historian

VPC Settings

* indicates a default wvpc

&

Create a VPC in EC2

Subnet Settings

IPvd CIDR block:

Q

Create a subnet in EC2

(Ensure you are in the selected VPC above)

Security Group Settings

A security group acts as a firewall that controls the traffic allowed to reach one or more instances. You can create a new

security group based on seller-recommended settings or choose one of your existing groups. Learn more

Select a security group -

Create New Based On Seller Settings

11. Enter a name and description for the security group. In the Source (IP or Group) column, leave the
default value (Anywhere) as is for now. You will change these values later.
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WebAdmin and Rest API for Proficy Historian

Security Group Settings

A security group acts as a firewall that controls the traffic allowed to reach one or more instances. You can create a new

security group based on seller-recommended settings or choose one of your existing groups. Learn more

Create new based on seller settings

A new security group will be generated by AWS Marketplace, It is based on recommended settings for WebAdmin and
Rest AP for Proficy Historian version MVP-0.9,

Name your security Group

[ |

Description

| |

Source (IP or Group

SS5H tcp 22 Anywhe 0.0.0.0/0

tcp 8989 Arywhe 0.0.0.0/0

tep 9443 Anywhe -~ §000.0.0/0

Rules with source of 0.0.0.0/0 allows all IP addresses to access your instance. We recommend limiting access to only
known IP addresses.

Cancel

12. Select Save.

13. Under Key Pair Settings, select a key pair of the type RSA and format .pem. If you do not have a key

pair, you can create it.

14. Under Inbound security groups rules, enter the following values for security group rules 1 and 2

respectively:
Type Protocol Port Range Source type
SSH TCP 22 Select Custom, and enter the public IP address of the

machine or network from which you want to access

the Web Admin console and the REST Query service.


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair
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Type

Protocol

Port Range

Source type

Provide a static IP address, or use the CIDR notation

(for example, <IP address>/16).

Custom
TCP Rule

TCP

9443

Select Custom, and enter the public IP address of the
machine or network from which you want to access
the Web Admin console. Provide a static IP address, or

use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the Web Admin console only
from your local machine, select My IP.

Custom
TCP Rule

TCP

8989

Select Custom, and enter the public IP address of the
machine or network from which you want to access
the REST Query service. Provide a static IP address, or
use the CIDR notation (for example, <IP address>/16).

Or, if you want to access the REST Query service only

from your local machine, select My IP.

15. Select Launch.

The Web Admin console and the REST Query service are deployed.
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What to do next
1. Edit the inbound security rules:
a. In the success message that appears at the top of the page, select EC2 Console.

Launch this software

Congratulations! An instance of this software is successfully deployed on EC2!

AMI ID: (View Launch Configuration Details)

You can view this instance on{EC2 Console.fYou can also view all instances on Your Software. Software and AWS hourly
usage fees apply when the instance is running and will appear on your monthly bill.

You can launch this configuration again below or go to the configuration page to start a new one,

Configuration details

Fulfillment option &4-bit (x86) Amazon Machine Image (AMI)
WebAdmin and Rest AP for Proficy Historian

Software version MVP-0.9

Region US East (N. Virginia)

Usage instructions

b. In the list of instances that appears, select the one on which you have deployed the Web
Admin console and the REST Query service.

c. Select Security, and then select the security group.

Instances (1/12) info & Connect Instance state ¥ Actions w d

Q 1y @
-] Name v Instance ID Instance state v Instance type ¥ Status check Alarm status
MLB-instance @ Running @& m5.large @ 2/2 checks passed  Noalarms 4
cllector @ Running @& t2.2xlarge @ 2/2 checks passed  Noalarms <=
- @ Running @& mSlarge @ 2/2 checks passed  No alarms 4
Running @& tI.mediem @ 2/2 checks passed  No alarms =
Instance: i-0358ee0247575f60e (collector) - ® X

Details HMetworking Storage Status checks Monitoring Tags

¥ Security details

IAM Role Crwner 10 Launch time
- [u] Tue Mar 15 2022 17:14:57 GMT+0530 (India
Standard Time)

Security groups

]

¥ Inbound rules
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d. Under Inbound rules, select Edit inbound rules.

Details

Inbound rules (4

Stcurity group nde... 7 1P version

Actlons ¥

0

Ren Risch ty Ans b 4
©
1 ®

Type ; Prateol d Part range

e. Edit the security groups as follows, and then select Save rules:

Type

Protocol

Port Range

Source type

SSH

TCP

22

Select Custom, and enter the public IP address

of the machine or network from which you want
to access the Web Admin console and the REST
Query service. Provide a static IP address, or use
the CIDR notation (for example, <IP address>/16).

Custom
TCP Rule

TCP

9443

Select Custom, and enter the public IP address of
the machine or network from which you want to
access the Web Admin console. Provide a static IP
address, or use the CIDR notation (for example, <IP
address>/16).

Or, if you want to access the Web Admin console
only from your local machine, select My IP.

Custom
TCP Rule

TCP

8989

Select Custom, and enter the public IP address of
the machine or network from which you want to
access the REST Query service. Provide a static IP
address, or use the CIDR notation (for example, <IP
address>/16).
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Type Protocol | Port Range Source type

Or, if you want to access the REST Query service
only from your local machine, select My IP.

Edit inbound rules ..

Inbound rules .

Security group rule 13 Troe it Frotocel e Portrange Source infe Dwsiription - ppteonal 1o

2. Connect the Web Admin console and the REST Query service with Proficy Historian for AWS (on
page 109).

Connect the Web Admin Console and the REST Query Service
with the Historian Server

Before you begin
« Deploy the Web Admin console and the REST Query service (on page 33).
« Initialize the EC2 instance on which you have deployed Proficy Historian for AWS.

About this task
This topic describes how to generate a configuration file for the Web Admin console and the REST Query

service. The configuration file is used to connect these applications with the Historian server.
g ™

Note:

If you restart the EC2 instance on which you have deployed the Web Admin console and the REST

Query service, you must generate the configuration file once again to connect the Web Admin
console and the REST Query service with the Historian server.
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Procedure

1.
2.

Run Command Prompt as an administrator.

Run the O oudHi st ori anConfi gurationUtility. exe file. Itis provided along with the

collectors installer. After you install collectors, it will be available in the C. \ Progr am Fi | es\ GE
Digital\H storian O oud Confi g folder by default.

4. Enter the following details:

. Enter the number corresponding to generating a configuration file.

Field

Description

NLB DNS

Enter the Amazon Network Load Balancer (NLB) DNS.

-
0 Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have de-

ployed Proficy Historian for AWS.

b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, se-
lect Load Balancers.

d. Select the load balancer for which you want to
find the DNS.

e. In the Description section, copy the DNS name.
N J

Username

Enter the username to connect to Proficy Historian for AWS.

Password

Enter the password to connect to Proficy Historian for AWS.

0 Tip:

This is the value you entered in the Password field un-

der UAA Configuration when you created the stack.

DNS or public IP address of the
EC2 instance

Enter the public IP address or DNS of the EC2 instance on which
you have installed the Web Admin console and the REST Query

service.

Key file path

Enter the path to the .pem file that was downloaded when you
created a key pair while installing the Web Admin console and
the REST Query service.

The Web Admin console and the REST Query service are connected with the Historian server.




Common API| Parameters

Table 1. Query Time Frame Parameters
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Parameter Description Valid Values Required?
start The start time of the query. « Timestamp in milliseconds in Unix | Required
Epoch format
-or-
« <value><unit>-ago (for example:
12h-ago; choose from ms, s, mi, h, d,
w, mm, y)
end The end time of the query.  Timestamp in milliseconds in Unix Optional; if
Epoch format not provided,
the current
-or- . .
time is con-
- <value><unit>-ago (for example: sidered
12h-ago; choose from ms, s, mi, h, d,
w, mm, y)
tags Contains the tag details. Required
name The name of the tag. Required
limit The maximum number of Any number Optional
query results to return.
order The order of the query re- . asc Optional (if
sults » desc not provided,
the ascend-
ing order is
considered)
Table 2. Tags Parameters
Parameter Description Valid Values Required?
tags Contains the tag details. Required
name The name of the tag. Required
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Table 2. Tags Parameters (continued)

- dev (for standard deviation)

+ gaps (to identify null values in data)

« least_squares (to get the best-fit
line)

* max

* min

- trendmode (to get both max and min
values)

« div (to get the result of a division)

« percentile

* rate

» sampler

- scale

Parameter Description Valid Values Required?
limit The maximum number of Any number Optional
query results to return.
order The order of the query re- - asc Optional (if
sults « desc not provided,
the ascend-
ing order is
considered)
Table 3. Aggregation Parameters
Parameter Description Valid Values Required?
aggregations [ Contains calculation para- Optional
meters. By default, aggrega-
tion is performed on good
quality data only unless you
specify otherwise in the fil-
tering parameters.
aggregation- [ The type of the aggregation. * avg Required if
s:type e sum aggregations
- count is defined




Table 3. Aggregation Parameters (continued)
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Parameter

Description

Valid Values

Required?

aggregation-
s:interval

The time interval for which
each aggregated value must
be returned. For example, if

<number><unit>

Required if
aggregation-

s:count is not

ments:values

you want only the data sam-

you specify "interval": "1h", provided.

one value is returned each

hour, beginning with the

start time.
aggregation- | The number of aggregat- Any number Required if
s:count ed values that you want to aggregation-

return. For example, if you s:interval is

specify "count":3, the result not provided.

will contain 3 points evenly

dispersed over the time win-

dow.

Table 4. Filtering Parameters
Parameter Description Valid Values Required?

filters Contains filter parameters Optional
filters:attrib- | Filters the results by arrays Optional
utes of the attribute host, metric-

Name, or querylndex.
filters:mea- | Filters the results based on Optional
surements a condition.
filter- The condition used for filter- o It Required if
s:measure- |ing. e gt filters:mea-
ments:condi- *eq surements is
tion . le defined.

. ge
* ne

filter- The value for the filtering Any number Required if
s:measure- | condition. For example, if filters:mea-
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Table 4. Filtering Parameters (continued)

tribute using which you
want to group the re-
sults.

Parameter Description Valid Values Required?
ples that are greater than surements is
10, enter ge for condition defined.
and 10 for values
filters:quali- | Filters query results based Optional (if
ties on the data quality. not provid-
ed, only good
quality is
considered)
filters:quali- | Filters query results based « 0 (for bad quality) Required if
ties:value on the data quality. « 3 (for good quality) filters:qual-
ities is de-
fined.
Table 5. Grouping Parameters
Parameter Description Valid Values Required?
groups Contains grouping para- Optional
meters
groups:name The name of the at- Required if groups is de-

fined.

groups:values The values of the at-
tribute using which you
want to group the re-
sults. For example, if
you want to group the
results based on the
host names, enter at-
tribute for the name and
host for the values para-
meters.

Required if groups is de-
fined.
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Table 5. Grouping Parameters (continued)

Parameter

Description

Valid Values

Required?

groups:rangeSize

The number of data
samples to be placed

in a group. For exam-
ple, if you want 10 data
samples in each group,
enter measurement for
the name and 10 for the

rangeSize parameters.

Required if groups is de-
fined.

groups:rangeSize:group-
Count

The time range that you
want to use while group-
ing. For example, if you
want one-hour groups
for data samples collect-
ed in a day, enter mea-
surement, 1h, 24 for the
name, rangeSize, and
groupCount parameters,

respectively.

Required if groups is de-
fined.

REST Queries for Retrieving Data Samples

This topic provides REST queries that you can use to retrieve data samples. You can limit the number of

samples, retrieve them in a specific order or for a specific duration, and so on.

Table 6. Limit the Number of Data Samples

Parameter

Value

Method

POST

URI

points?query=

http://<Public IP address of the REST Query service>:8989/v1/data-

Authorization

Bearer <token>

Content-Type

application/json

Predix-Zone-ld

uaa




Cloud Historian | 7 - Using the REST Query Service | 152

Table 6. Limit the Number of Data Samples (continued)

Parameter Value
Body {
"start": <start tine>,
"end": <end tinme>,
"tags": [
{
"nane": "<tag nane>",
“limt": <nunber>
}
]
}
Example {

“"start": 1639973114000,
"end": 1641182964000,
“tags": [
{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",

"limt": 5000

Table 7. Specify the Order of Data Samples

Parameter

Value

Method

POST

URI

http://<Public IP address of the REST Query service>:8989/v1/data-
points?query=

Authorization

Bearer <token>

Content-Type

application/json

Predix-Zone-ld

uaa

Body

"start": <start tine>,
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Table 7. Specify the Order of Data Samples (continued)

Parameter Value

"end": <end tine>,

“tags": [
{
"nane": "<tag nane>",
"order": "<order>" } //valid values: asc, desc

Example {
"start": 1639973114000,
"end": 1641182964000,
“tags": [

{

“nane": " GF260PF2E_Si nul ati on. Si nul ati on00004",

"order": "desc"
}
]
}
Table 8. Get All Tags
Parameter Value
Method GET
URI http://<Public IP address of the REST Query service>:8989/v1/tags
Authorization Bearer <token>
Content-Type application/json
Predix-Zone-Id uaa

Table 9. Get Data Samples After a Timestamp

Parameter Value

Method GET

URI http://<Public IP address of the REST Query service>:8989/v1/tags
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Table 9. Get Data Samples After a Timestamp (continued)

Parameter

Value

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-Id uaa
Body {
"start": <start tine>,
"direction": "forward",
“tags": [{
"nane": "<tag nane>",
"limt": <nunber of data sanpl es>
}H
}
Example {

"start": 1641182964000,

"forward",

[{

" GF260PF2E_Si nul ati on. Si nul ati on00002",

"limt": 3

“direction":
"tags":
"nane":

}H

Table 10. Get Data Samples up to a Timestamp

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type

application/json

Predix-Zone-Id

uaa

Body

“start": <start tine>,

“direction":

"backwar d",
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Table 10. Get Data Samples up to a Timestamp (continued)

Parameter Value

“tags": [{
"nane": "<tag nane>",

“limt": <nunber of data sanpl es>

Example {
“"start": 1641182964000,
"direction": "backward",
“tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00002",

"limt": 3

Table 11. Get Interpolated Data for a Specific Duration

Parameter Value
Method GET
URI http://<Public IP address of the REST Query service>:8989/v1/tags
Authorization Bearer <token>
Content-Type application/json
Predix-Zone-Id uaa
Body {

“start":<start time>,
"end": <end tine>,
“tags":[
{
"nane":"<tag nane>",
"aggregations":[
{
“type":"interpol ate",

"interval": "<duration>"
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Table 11. Get Interpolated Data for a Specific Duration (continued)

Parameter Value
!/ exanpl es: 1h, 1d, 1mm 1y
}
]
}
I
}
Example {
"start":1641177806000,
"end": 1641185006000,
“tags": [
{
"nane": " GF260PF2E_Si mul ati on. Si nul ati on00004",
"aggregations":[
{
“type":"interpol ate",
“interval": "1h"
}
]
}
]
}
Output:
{
“tags": [
{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
“results": [
{
"groups": [
{
"name": "type",
"type": "number"
}
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Table 11. Get Interpolated Data for a Specific Duration (continued)

Parameter

Value

I
"val ues": [
[
1641181406000,
0,

0

1641185006000,
129227. 5781,

3

1.

“attributes": {}

1.
"stats": {

“rawCount": 3269

Table 12. Retrieve Interpolated Data for a Specified Data Samples

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type

application/json

Predix-Zone-Id

uaa

Body

"start":<start time>,
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Table 12. Retrieve Interpolated Data for a Specified Data Samples (continued)

Parameter

Value

"end": <end tine>,
"tags":[
{
"nane":"<tag nane>",

"aggregations":[

{
“type":"interpol ate",
“sanpling": {
"dat apoi nts": <nunmber>
}
}

Example

“start":1640931121000,
"end": 1640935148000,
"tags":[
{
“nane": " GF260PF2E_Si nul ati on. Si nul ati on00002",

"aggregations":[

{
“type":"interpol ate",
“sanpling": {
“dat apoi nts": 100
}
}




Table 13. Retrieve the Latest Value
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Parameter

Value

Method

POST

URI

http://<Public IP address of the REST Query service>:8989/v1/data-
points/latest

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-Id uaa
Body {
“tags": [
{
"nane": "<tag nane>"
}
]
}
Example {

"nane": "GF260PF2E_Si nul ati on. Si nul ati on00004"

Table 14. Retrieve the Latest Value by Applying a Condition
Parameter Value
Method POST
URI http://<Public IP address of the REST Query service>:8989/v1/data-

points/latest

Authorization

Bearer <token>

Content-Type

application/json

Predix-Zone-Id

uaa
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Table 14. Retrieve the Latest Value by Applying a Condition (continued)

Parameter Value
Body
“tags": [{
"name": "<tag nane>",
"filters": {
“measurenments": {
“condition": "<condition>",
/lvalid values: It,gt,eq,le,qge, ne
“val ues": [
" <nunber >"
]
I
“"qualities": {
“val ues": [
" <nunber >"
//Enter O for bad and 3 for good quality
]
}
}
}H
Example
“"tags": [{

“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
“filters": {
"neasurements": {
“condition": "ge",
“val ues": [

"1000"

H
"qualities": {
"val ues": [

wgn
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Table 14. Retrieve the Latest Value by Applying a Condition (continued)

Parameter Value

REST Queries for Data Aggregation

This topic provides REST queries that you can use to retrieve aggregated data, such as average, minimum,

maximum, count, standard deviation, and so on.

Table 15. Retrieve the Average Value

Parameter Value
Method GET
URI http://<Public IP address of the REST Query service>:8989/v1/tags
Authorization Bearer <token>
Content-Type application/json
Predix-Zone-Id uaa
Body {

"start": <start tine>,
"end": <end time>
“tags": [{
"nane": "<tag name>",
"aggregations": [{
“type": "avg",
“sanpling": {
"unit": "<units for data interval>",
/lvalid values: nms, s, m, h, d, wy, nm vy

“val ue": "<data interval >"

}H
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Table 15. Retrieve the Average Value (continued)

Parameter Value
}
Example {
“tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "avg",
“sanpling": {
“unit": "s",
"val ue": "30"
}
}H
.,
"start": 1641177806000,
"end": 1641185238000
}
{
"start": 1641178610000,
"end": 1641185810000,
"tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
“type": "avg",
“sanpling": {
"datapoints": 1
}
}H
}H
}
Table 16. Retrieve the Sum of Values
Parameter Value
Method GET




Cloud Historian | 7 - Using the REST Query Service | 163

Table 16. Retrieve the Sum of Values (continued)

Parameter Value
URI http://<Public IP address of the REST Query service>:8989/v1/tags
Authorization Bearer <token>
Content-Type application/json
Predix-Zone-Id uaa
Body {

"start": <start tine>,
"end": <end tinme>,
“"tags": [{
"nane": "tag nane>",
"aggregations": [{
“type": "sunt,
“sanpling": {

"dat apoi nts": <number >

}
}H
}H
}
Example {
“start": 1641178610000,
"end": 1641185810000,
"tags": [{
"nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "sunt,
“sanpling": {
“datapoints": 1
}
}H
}H
}

Output:
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Table 16. Retrieve the Sum of Values (continued)

Parameter

Value

"tags":

[

“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
“results": [
{
"groups": [
{
"nane": "type",

“type": "nunber"

1.
"val ues": [
[
1641178610000,
4.073673509635417E8,

3

I

“"attributes": {}

1
“stats": {

"rawCount": 4073

Table 17. Retrieve the Count of Data Samples

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags
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Table 17. Retrieve the Count of Data Samples (continued)

Parameter Value
Authorization Bearer <token>
Content-Type application/json
Predix-Zone-ld uaa
Body {

"start": <start tine>,
“tags": [{
"nane": "<tag name>",
"aggregations": [{
"type": "count",
“sanpling": {
“datapoi nts": 1
}
}H
}H
}
Example {
“start": 1641178610000,
“tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
“aggregations": [{
"type": "count",
“sanpling": {
“datapoints": 1
}
}H
}H
}

Table 18. Retrieve the Count of Data Samples

Parameter

Value

Method

GET
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Table 18. Retrieve the Count of Data Samples (continued)

Parameter

Value

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-Id uaa
Body {
"start": <start tine>,
“tags": [{
“name": “"<tag name>",
"aggregations": [{
“type": "count",
“sanpling": {
"dat apoi nts": 1
}
H
H
}
Example {

“start": 1641178610000,
“"tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "count",
"sampling": {

“datapoints": 1

H
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Table 19. Retrieve the Count of Data Samples

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-Id uaa
Body {
"start": <start time>,
"tags": [{
"name": "<tag name>",
"aggregations": [{
“type": "count",
“sanpling": {
"dat apoi nts": 1
}
1
13|
}
Example {

“start": 1641178610000,
"tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "count",
“sanpling": {

“datapoints": 1

H
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Table 20. Retrieve the Standard Deviation of Data Samples

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-Id uaa
Body {
"start": <start name>,
"tags": [{
"name": "<tag name>",
"aggregations": [{
"type": "dev",
“sanpling": {
"dat apoi nts": 1
}
1
13|
}
Example {

“start": 1641178610000,
"tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "dev",
“sanpling": {

“datapoints": 1

H
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Table 21. Retrieve Gaps (Null Data) in Data Samples

Parameter Value

Method GET
URI http://<Public IP address of the REST Query service>:8989/v1/tags
Authorization Bearer <token>
Content-Type application/json
Predix-Zone-ld uaa
Body {

"start": <start tine>,

“tags": [{

"nane": "<tag nanme>",

"aggregations": [{
"type": "gaps”,
“sanpling": {

"dat apoi nts": <nunber>

H

Example {
“start": 1641178610000,
"tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "gaps",
“sanpling": {

"dat apoi nts": 9000

H
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Table 22. Retrieve Least Squares

Parameter Value
Description This query returns the best-fit line through a set of data points.
Method GET
URI http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-ld uaa
Body {
"start": <start tine>,
“tags": [{
"nane": "<tag nanme>",
"aggregations": [{
“"type": "least_squares",
“sanpling": {
"datapoints": 1
}
}H
}H
}
Example {
"start": 1641178610000,
“tags": [{
“nane": " GF260PF2E_Si nul ati on. Si nul ati on00004",

"aggregations": [{
“type": "least_squares",
“sanpling": {

“datapoints": 1

}H




Table 23. Retrieve the Maximum Value

Cloud Historian | 7 - Using the REST Query Service | 171

Parameter

Value

Method GET

URI http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-Id uaa
Body {
"start": 1641178610000,
“tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "max",
“sanpling": {
"datapoints": 1
}
}H
}
Example {

“start": 1641178610000,

"tags": [{

“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{

"type": "nmax",

“sanpling": {

“datapoints": 1

H
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Table 24. Retrieve the Minimum Value

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-Id uaa
Body {
"start": <start tine>,
"tags": [{
"name": "tag name>",
"aggregations": [{
"type": "nin",
“sanpling": {
"dat apoi nts": 1
}
1
13|
}
Example {

“start": 1641178610000,
"tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "min",
“sanpling": {

“datapoints": 1

H
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Table 25. Retrieve the Maximum and Minimum Values

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-Id uaa
Body {
"start": <start time>,
"tags": [{
"name": "<tag name>",
"aggregations": [{
“type": "trendnode",
“sanpling": {
"dat apoi nts": 1
}
1
13|
}
Example {

“start": 1641178610000,
“tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
“"type": "trendnode",
“sanpling": {

“datapoints": 1

H
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Table 26. Retrieve the Quotient of a Division

Parameter

Value

Method GET

URI http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization Bearer <token>

"end": 1641185238000

"tags": [{

"aggregations":

“divisor": 3

}]

Content-Type application/json
Predix-Zone-ld uaa
Body {
"start": <start tine>,
"end": <end tine>
“tags": [{
"nane": "<tag nane>",
"aggregations": [{
"type": "div",
"divisor": <divisor>
}H
.
}
Example {

“start": 1641177806000,

[{

“type": "div",

“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",




Table 27. Retrieve the Percentile
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Parameter

Value

Description

This query determines the probability distribution of a set of data,
and returns the percentile. The percentile value ranges between 0
and 1, where .5is 50% and 1 is 100%.

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-ld uaa
Body {
"start": "<start tinme>"
“tags": [{
"nane": "<tag nane>"
"aggregations": [{
"type": "percentile",
"percentile": 1.0
}H
.
}
Example {
“start": "15m -ago"
“tags": [{
“nane": " GF260PF2E_Si nul ati on. Si nul ati on00004"

"aggregations": [{
"type": "percentile",
“percentile": 1.0

H
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Table 28. Retrieve the Rate of Change

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-ld uaa
Body {
"start":<start tinme>,
"end": <end tine>,
"tags":[
{
"nane":"<tag nane>",
"aggregations":[
{
"type":"rate",
“sanpling": {
“unit": "<units for the tinme interval>",
"value": <tinme interval >,
“dat apoi nts": <nunber>
}
}
I
}
]
}
Example {

"start":1640931121000,
"end": 1640935148000,
“tags":[
{
“nane": " GF260PF2E_Si nul ati on. Si nul ati on00002",
"aggregations":[

{
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Table 28. Retrieve the Rate of Change (continued)

Parameter

Value

"type":"rate",

“sanpling": {
"unit": "mi",
"val ue": 2,

"dat apoi nts": 100

Table 29. Retrieve the Sampling Rate of Change

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type

application/json

Predix-Zone-ld uaa
Body {
“start": <start tine>,
"end": <end tinme>,
“tags": [{
"nane": "<tag name>",
"aggregations": [{
“type": "sanpler”
}H
}H
}
Example {

"start": 1641178610000,
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Table 29. Retrieve the Sampling Rate of Change (continued)

Parameter

Value

"end": 1641185810000,
"tags": [{
“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{
"type": "sanpler"

H

Table 30. Scale Data Points by a Factor

Parameter

Value

Method

GET

URI

http://<Public IP address of the REST Query service>:8989/v1/tags

Authorization

Bearer <token>

Content-Type application/json
Predix-Zone-ld uaa
Body {
"start": <start tinme>,
"end": <end tinme>,
“"tags": [{
"nane": "<tag nane>",
"aggregations": [{
"type": "scale",
“factor": <nunber>
}H
}H
}
Example {

“start": 1641178610000,
"end": 1641185810000,

“tags": [{
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Table 30. Scale Data Points by a Factor (continued)

Parameter Value

“nane": "GF260PF2E_Si nul ati on. Si nul ati on00004",
"aggregations": [{

“type": "scal e",

"factor": 2

H




Chapter 8. Using The Excel Add-In for Historian
About The Excel Add-In for Historian

The Excel Add-In for Historian enhances the power and benefits of using the Historian data archiving and

retrieval system.

Features:

* You can add tags to Historian by generating a tag worksheet using the standard Excel tools, editing
the parameters, and then importing the information in bulk directly into Historian.

« You can export tag parameters from Excel, make bulk changes using similar techniques, and then
import the changes back into Historian.

* You can retrieve selected data from any archive file and include it in a customized report.

* You can plot the data in any of the standard chart formats.

« You can calculate derived variables from raw data values.

* You can perform mathematical functions to smooth or characterize data.

« You can import, export, and modify tags and data — all with familiar Excel commands, macros, and
computational techniques.

* You can create dynamic reports that you can share among users.

Excel Add-In Conventions

The Excel Add-In uses several conventions that allow you to take full advantage of the features of the

Historian Excel Add-In:

« You can select tags and times either by cell references or by manually entering the values.

« You can select multiple statistics or attributes.

« Specifying an output cell is optional. If you do not specify an output cell, the active cell is used
as the starting point for output. When you specify an output cell, that cell is used as the starting
point for output. If you select a range for an output cell, the top left cell in the range is used as the
starting point for output.

- Specifying an output range determines how many data points are retrieved from a given query.

It is important for these functions to specify whether you want the data points to be sorted in
ascending or descending order by selecting the appropriate option.

» When you specify an output range or an output cell, ensure that the active cells are not the same
cells that you specified with tag name cell references. Otherwise, it will lead to circular cell

referencing and incorrect values.
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- Specifying data retrieval into rows or columns determines how multiple attributes or statistics are
displayed in the worksheet.

- Specifying data retrieval into rows or columns only applies when the window inserts a single
function into the worksheet. When you select a multi-cell output range, the orientation of that range
determines whether the requested data is returned into rows or columns.

- If no parameters in an Excel formula change, the formula does not recalculate unless you edit the
formula. For example, if you change a Hi Scale value from 100 to 50 and then import a tag, the Hi
Scale field will still display 100 when looking at the tag information.

- When retrieving data, leave at least one blank line at the top of the output display for the column
header labels. If you do not, the header labels will not appear.

» When you retrieve data for more than one tag, if you choose to display the timestamp in the output,
then the timestamp will be displayed only once and the parameter values of the selected tags will
be shown based on the orientation selected.

- In several fields, an underscore appears at the right side of the field. If you select the underscore,
the window instantly changes to a minimized display. You can return to the original display by
selecting the box again. The purpose of this feature is to allow you to see an unobstructed view of
your worksheet or other windows as you work your way through the window and to allow you to

select a cell or range of cells in the worksheet.

Installation

Install the Historian Excel Add-in Using the Installer

Before you begin

Install one of the following 32-bit or 64-bit Microsoft® Excel® applications:
* Microsoft® Excel® 2019
* Microsoft® Excel® 2016

About this task
This topic describes how to install Excel Add-In using the installer. You can also install it at a command

prompt (on page 53).

Procedure
1. Runthe | nst al | Launcher . exe file. Contact the AWS support team for the installer.
2. Select Historian Excel Add-in.
The installer runs through the installation steps.
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o ™
Note:
If using certain versions of Windows (like Windows 10 or Windows 2019), you may receive

an error message, stating that some of the DLL files are not registered. You can ignore

these messages.
N /

3. When prompted to reboot your system, select Yes.

Results
Excel Add-In is installed.

What to do next
Activate Excel Add-In (on page 783).

Install the Historian Excel Add-in at a Command Prompt

Before you begin
1. Install one of the following 32-bit or 64-bit Microsoft® Excel® applications:
* Microsoft® Excel® 2019
* Microsoft® Excel® 2016
2. Install Excel Add-in using the installer (on page 52) on a machine. When you do so, a template file
named set up. i ss is created at C: \ W ndows. This file stores the installation options that you
have provided during the installation. You can then use this template to install Excel Add-in at a

command prompt on other machines.

About this task
This topic describes how to install the Excel Addin for Historian at a command prompt. You can also

install it using the installer (on page 52).

Procedure
1. Copy the set up. i ss file to each machine on which you want to install Excel Add-in at a command
prompt.
2. In the folder that contains the set up. i ss file, run the following command: set up. exe /s /sns

The installer runs through the installation steps.
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o ™
Note:
If using certain versions of Windows (like Windows 10 or Windows 2019), you may receive

an error message, stating that some of the DLL files are not registered. You can ignore

these messages.
N /

3. When prompted to reboot your system, select Yes.

Results
Excel Add-In is installed.

What to do next
Activate Excel Add-In (on page 783).

Activate Excel Add-In

Before you begin
Install Excel Add-In (on page 52).

Procedure
1. Open a new Microsoft Excel worksheet.
2. Select File > Options.
The Excel Options window appears.
3. Select Add-Ins.
4. In the Manage box, select Excel Add-ins, and then select Go.

The Add-Ins window appears.
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Add-Ins |2 i

Add-Ins available:

|| Analysis ToolPak %] =

] Analysis ToolPak - VBA

"] Euro Currency Tools ; '

|¥| Proficy Historian Add-In Cancel

Fl|Proficy_Historian_Helper

|| Solver Add-in ; Browse...
| | Automation... ]

-

Proficy_Historian_Helper

5. Select the Proficy Historian Add-In and Proficy_Historian_Helper check boxes, and then select OK.
If the Proficy Historian Add-In and Proficy_Historian_Helper check boxes do not appear, select
Browse to locate the Hi st ori an. x| a file for the check boxes to appear. This file is created if
you have installed Microsoft Excel after installing Excel Add-In. By default, the Hi st ori an. xl a
file is located inthe C: \ Program Fi | es\ Profi cy\Hi storian or C:\ProgramFiles
(x86)\ Proficy\Hi storian folder.

Excel Add-In is now ready to use and the Proficy Historian menu is now available in the Microsoft
Excel toolbar.

H S 3 ; Bookl xdsx - Excel
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW Proficy Historian

. e ] : > " @ Help
go D =o Ao Eap L& \(? ] o asicios

ou
Tags Current Raw Alarms  Calculated Filtered Edit = Administration Options

Values Data & Events Data Data Query -
| Search Edit Admin Options & Help
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What to do next

Connect the Excel Add-in with a Historian server (on page 785).

Connect the Excel Add-in with the Historian Server

Before you begin
Activate the Excel Add-in for Historian (on page 783).

About this task

This topic describes how to add an NLB DNS in the Excel Add-in for Historian. You can add multiple NLBs;
however, you can connect with a single NLB at a time.

Procedure
1. Open an Excel worksheet.

2. Select Proficy Historian > Options.

File Home Insert Page layout Formulas Data Review View |Proficy Historian| Help

» sass =] ' ® Hel
Eo ﬁ‘,.‘) =0 A O o) ro 9 L] | O -
® About

Tags Current Raw Alarms | Calculated Filtered Edit
Values Data & Events Data Data

Administration | |Options
Query -

The Proficy Historian Excel Add-in Options window appears.
3. In the Default Server section, select Edit.

Proficy Historian Excel Add-In Options ? >

Formula References

(@ |Uze External References

(" Usze Internal References

Header Labels
® Show Header Labels

Update Links To Add-In?
(& Automatically Update Links
(" DontUpdate Links

Default Serser

SErver: Histarian-byal-pri-
(" Hide Header Labels User ihCloudHistadrmin
Color
| [Blue] LI | Bold v Caonnect At Startup

Column Widths
[ Adjust Header Colurmn MWidths
[ Adjust Data Column Widths

Save Default

Ok Help

Cancel
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The Historian Servers window appears.

Historian Servers

— Servers — Server Properties
GLCDA0TIVI4E Server Name

Historian-byol-pri-nib-7bfcbf4c36a74a93.eb.ap-northeast

[

[ Is Default Server

OPC HDA Interface Support
NOT Available

— Connectoin Timeout
" Use Default

(& Use Value: | 80 Sec

I save User Information

User Name
Password
s | _semo |
Set Selected Server as Target of HDA Server \ O Canot
4. Enter values as described in the following table.
Field Description
Server Name Enter the Amazon Network Load Balancer (NLB) DNS.

g ™
o Tip:
To find the NLB DNS:
a. Access the EKS cluster on which you have de-
ployed Proficy Historian for AWS.
b. Access the EC2 instance.

c. In the navigation pane, under Load Balancing, se-

lect Load Balancers.
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Field Description

0 d. Select the load balancer for which you want to
find the DNS.

e. In the Description section, copy the DNS name.

Is Default Server Select this check box if you want to set this Historian server as
the default one.

Connection Timeout Specify the time after which the connection will time out.
User Name Enter the username to connect to Proficy Historian for AWS.
Password Enter the password to connect to Proficy Historian for AWS.

0 Tip:

This is the value you entered in the Password field un-

der UAA Configuration when you created the stack.

5. Select OK.

The Excel Addin is connected to the Historian server. You can now query data or manage tags.

Querying Data

Query Current Values

About this task
You can query the following types of data using the add-in:
« Current values: Retrieves the most recently updated value of one or more tags or process
variables.

o ™
Note:
If you attempt to perform a query with two worksheets open, the add-in may become
unstable and unresponsive. This is a known Microsoft Excel issue. To avoid this issue,

work with only one Excel spreadsheet at a time.
- /

- Raw data: Raw data values are the values actually stored in the archive, after applying collector and
archive compression, but before applying any interpolation, smoothing, or other signal processing
calculations. Querying raw data retrieves these values for a selected tag.
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In addition, you can query filtered data (on page 789) and calculated data (on page 797).

Procedure
1. Open an Excel worksheet.

2. If you want to query current values, select Historian > Query Current Value. If you want to query

raw data, select Historian > Query Raw Data.

The Historian Current Value Query or the Historian Raw Data Query window appears.
3. Select the Historian server from the drop-down list box. If you do not specify a server, the default

server is considered.

0 Tip:

To set the selected server as default, ensure that the Set Server to Default option is

enabled.

4. Select a tag on your worksheet, and then place the cursor in the Tag Name field.

Optionally, you can select the tag from the Advance Tag Search window. For more information,

refer to Advanced Tag Search (on page 202).

The tag name is automatically entered. You can also enter a tag name manually in the Tag Name

field.

5. Enter values as described in the following table.

Field

Description

Query Type

Select the type of data search:

- By Time: Using this option, you can search for data val-
ues between a start time and an end time. You can also
use relative time entries to this field.

« By Number Forward: Using this option, you can search
for a number of values after a specified time. Enter val-
ues into the After Time and Number of Values fields.

« By Number Backward: Using this option, you can search
for a number of values before a specified time. Enter val-
ues in the Values Before Time and Number of Values
fields.

Query Criteria String

Enter the query criteria along with the # symbol. For example, if
the query criteria string is to retrieve only good data quality val-
ues, enter #ONLYGOOD. For more information, see Query Modi-
fiers (on page 194).
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Field Description
Output Display Select one or more parameters for the output.
Output Range Select a range of cells in a single row or column to determine

where the returned data is placed.

Rows or Columns Select either Columns or Rows for the output display. Selecting
Columns displays a table of values with parameters arranged in
columns with header labels at the top. Selecting Rows rotates
the table 90 degrees.

Ascending or Descending Specify the order of the retrieved data.

6. Select OK.
The query returns a number of data points based on the number of rows or columns specified in
the output range. If all the data points do not appear, select enough rows or columns to display all
the data.

Query Filtered Data

About this task

You can filter tag data based on a specific batch ID, lot number, or product code. You can also filter data
that meets certain limits (for example, all the data points in which the temperature exceeds a certain
value).

When querying filtered data, you can use a Filter Expression instead of FilterTag, FilterMode, and
FilterValue parameters. You can use multiple filter conditions in the filter expression. For more

information and examples on filter expression, refer to Advanced Topics.

(L N
Note:
Do not use the Desc option for the Output Range in the Filtered Data Query window. Using this
option may cause the Excel Add-In to become unstable. If you use this option and find that Excel
is unstable, try minimizing the Excel application window, expose the Filtered Data Query window,

and close the window. Excel should then function normally.
- J

Procedure
1. Open an Excel worksheet.
2. Select Historian > Query Filtered Data.
The Historian Filtered Data Query window appears.
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3. Select the Historian server from the drop-down list box. If you do not specify a server, the default

server is considered.

0 Tip:

To set the selected server as default, ensure that the Set Server to Default option is

enabled.

4. Select a tag on your worksheet, and then place the cursor in the Tag Name field.
If entering multiple tag names manually, separate each tag name with a colon. If your tag name has

a colon within it, then select the tag names via cell references only.

Do not use wildcards in this field. If you use a tag mask instead of a tagname, Historian only

returns the first possible match.

Optionally, you can select the tag from the Advance Tag Search window. For more information,
refer to Advanced Tag Search (on page 202).
The tag name is automatically entered. You can also enter a tag name manually in the Tag Name
field.

5. Enter values as specified in the following table.

Field Description

Query Time Enter the start time and end time for the query. You can also use
relative time entries.

Query Criteria String Enter the query criteria along with the # symbol. For example, if
the query criteria string is to retrieve only good data quality val-
ues, enter #0ONLYGOOD. For more information, see Query Modi-
fiers (on page 194).

Sampling Type Select the sampling type.

Calculation Field Select a calculation algorithm. This field is enabled only if you

select Calculated Sampling in the Sampling Type field.

Sampling Interval Select one of the following options:
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Field

Description

- By Interval: Using this option, you can query the data for
a specific interval. For example, if you want to query the
data for 10-minute intervals, enter 10 in the Interval field,
and select Minutes in the Time Unit field.

- By Samples: Using this option, you can query the data for
a specific number of samples. For example, to query 100
samples, enter 100 in the Number of Samples field.

State Value

Enter the state value. This field is enabled only if you selected
Calculated in the Sampling Type field and if you selected State
Count or State Time in the Calculation Field field.

Output Display

Select one or more parameters for the output.

Filter Definition

Enter the filter parameters in the available fields.

Output Range

Select a range of cells in a single row or column to determine

where the returned data is placed.

Rows or Columns

Select either Columns or Rows for the output display. Selecting
Columns displays a table of values with parameters arranged in
columns with header labels at the top. Selecting Rows rotates
the table 90 degrees.

Ascending or Descending

Specify the order of the retrieved data.

6. Select OK.

The query returns a number of data points based on the number of rows or columns specified in

the output range. If all the data points do not appear, select enough rows or columns to display all

the data.

Query Calculated Data

About this task

You can query data that is the result of performing calculations on raw data.

~

Note:

Excel spreadsheet at a time.

If you attempt to perform a query with two worksheets open, the add-in may become unstable
and unresponsive. This is a known Microsoft Excel issue. To avoid this issue, work with only one
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Procedure

1. Open an Excel worksheet.

2. Select Historian > Query Calculated Value.

The Historian Calculated Query window appears.

3. Select the Historian server from the drop-down list box. If you do not specify a server, the default

server is considered.

0 Tip:

To set the selected server as default, ensure that the Set Server to Default option is

enabled.

4. Select a tag on your worksheet, and then place the cursor in the Tag Name field.

Optionally, you can select the tag from the Advance Tag Search window. For more information,

refer to Advanced Tag Search (on page 202).

The tag name is automatically entered. You can also enter a tag name manually in the Tag Name

field.

5. Enter values as described in the following table.

Field Description
Query Time Enter the start time and end time for the query. You can also use
relative time entries.
Query Criteria String Enter the query criteria along with the # symbol. For example, if

the query criteria string is to retrieve only good data quality val-
ues, enter #ONLYGOOD. For more information, see Query Modi-

fiers (on page 194).

Sampling Type

Select the sampling type.

Calculation

Select a calculation algorithm. This field is enabled only if you
select Calculated Sampling in the Sampling Type field.

Sampling Interval

Select one of the following options:
« By Interval: Using this option, you can query the data for
a specific interval. option displays two entry fields, and .

Enter values in both. For example, if you want to query
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Field

Description

the data for 10-minute intervals, enter 10 in the Interval
field, and select Minutes in the Time Unit field.

« By Samples: Using this option, you can query the data for
a specific number of samples. For example, to query 100
samples, enter 100 in the Number of Samples field.

State Value

Enter the state value. This field is enabled only if you selected
Calculated in the Sampling Type field and if you selected State
Count or State Time in the Calculation Field field.

Output Display

Select one or more parameters for the output.

Output Range

Select a range of cells in a single row or column to determine
where the returned data is placed.

Rows or Columns

Select either Columns or Rows for the output display. Selecting
Columns displays a table of values with parameters arranged in
columns with header labels at the top. Selecting Rows rotates

the table 90 degrees.

Ascending or Descending

Specify the order of the retrieved data.

6. Select OK.

The query returns a number of data points based on the number of rows or columns specified in

the output range. If all the data points do not appear, select enough rows or columns to display all

the data.

Modify a Query

About this task

You can change query parameters such as tag name, start time, end time, and so on. You cannot,

however, narrow down the output range. For example, you cannot reduce the number in the

NumberOfSamples field, or you cannot change the Output Orientation to values that result in fewer rows

or columns.

Procedure
1. Open an Excel worksheet.

2. Access the query that you want to modify.

£

3. In the Add-In drop-down list box, select Edit Query or “™* icon. Or you can double-select any cell

that has the query formula.
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The Edit Query window appears.

4. Modify the query, and then select OK.

Query Modifiers

Query modifiers are used to retrieve data that has been stored in the archive. They are used along with

sampling and calculation modes to get a specific set of data.

If you want to use a query modifier, when you create or modify a query, in the Query Criteria String field,

enter #, and then enter the query modifier. For example, if you want to retrieve only good data quality
values, enter #0ONLYGOOD.

Query
Modifier

Results

ONLYGOOD

The onLyaoop modifier excludes bad and uncertain data quality values from retrieval and cal-

culations.

Although you can use this modifier with any sampling or calculation mode, it is most useful
with raw and current Value queries. All the calculation modes such as minimum or average

exclude bad values by default, so this modifier is not required with those cases.

I NCLUD-
EREPLACED

Normally,when you query raw data, any values that have been replaced with a different value
for the same timestamp are not returned.

The | NcLUDEREPLACED modifier is used to specify that you want replaced values to be re-
turned, in addition to the updated values. However, you cannot query only the replaced da-
ta and the retrievable values that have replaced the other values. You can query all currently
visible data and get the data that has been replaced.

This modifier is only useful with the rawbytime or rawbynumber retrieval. Do not use it with

any other sampling or calculation mode.

I NCLUD-

EDELETED

The 1 NcLUDEDELETED modifier retrieves the value that was previously deleted. Data that has
been deleted from the archiver is never actually removed but is marked as hidden. Use the
I NCLUDEDELETED modifier to retrieve the values that were deleted, in addition to the current

values.

This modifier is only useful with the rawbytime or rawbynumber retrieval. Do not use it with

any other sampling or calculation mode.
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Query
Modifier

Results

ONLYI F-
CONNECT-
ED/ ONLYI -
FUPTODATE

The onLYI FCONNECTED and ONLYI FUPTODATE modifiers can be used on any sampling or calcula-
tion mode to retrieve bad data if the collector is not currently connected and sending data to
the archiver.

The bad data is not stored in the IHA file but is only returned in the query. If the collector re-
connects and flushes data and you run the query again, the actual stored data is returned in
the following situations:

« Collector loses connection to the archiver
« Collector crashes

» Collector compression is used and no value exceeds the deadband

ONLYRAW

The onLYRawmodifier retrieves only the raw samples. It does not add interpolated or lab sam-
pled values at the beginning of each interval during calculated retrieval such as average,

minimum, or maximum.

Normally, a data query for minimum value will interpolate a value at the start of each interval
and use that together with any raw samples to determine the minimum value in the interval.

Interpolation is necessary because some intervals may not have any raw samples stored.

Use this query modifier with calculation modes only, not with raw or sampled retrieval like in-
terpolated modes.

LABSAM
PLI NG

The LABsAVPLI NG modifier affects the calculation modes that interpolate a value at the start
of each interval.

Instead of using interpolation, lab sampling is used. When querying highly compressed data
you may have intervals with no raw samples stored.

For example, an average from 2 pm to 6 pm on a one-hour interval will interpolate a value at
2 pm, 3 pm, 4 pm, and 5 pm, and uses those in addition to any stored samples to compute
averages. When you specify LABSAMPLI NG, the lab sampling mode is used instead of the in-
terpolated sampling mode to determine these hourly values. A lab sampled average is used
when querying a tag that never ramps up but changes in a step pattern such as a state val-
ue or a set point. Use this query modifier with calculation modes only, not raw or sampled re-
trieval like interpolated modes.

| NCLUDE-
BAD

Normally, when you query calculated data from Historian, only good data quality raw sam-

ples are considered. | NcLUDEBAD modifier includes bad data quality values in calculations.
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Query
Modifier

Results

You can use | NCLUDEBAD with any sampling or calculation mode.

FI LTERI N-

CLUDEBAD

Normally, while filtering, we use only good data quality values. When we use FI LTERI NCLUDE-
BAD, the bad data quality values are considered when filtering to determine time ranges. This

query modifier is not always recommended.

USE-
MASTER-
FI ELDTI ME

The USEMASTERFI ELDTI ME query modifier is used only for the MultiField tags. It returns the val-

ue of all the fields at the same timestamp of the master field time, in each interval returned.

HON-
ORENDTI ME

Normally, a query keeps searching through archives until the required number of samples
has been located, or until it gets to the first or last archive. However, there are cases where
you would want to specify a time limit as well. For example, you may want to output the re-
turned data for a RawByNunber query in a trend page, in which case there is no need to return
data that would be offpage.

If you want to specify a time limit, provide an end time in your RawByNunber query and include
the HONORENDTI ME query modifier. Since RawByNunber has direction (backwards or forwards),
the end time must be older than the start time for a backwards direction or later than the
start time for a forwards direction. Use this query modifier only with the RawByNunber sam-
pling mode.

EXAM NE-
FEW

Queries using calculation modes normally loop through every raw sample, between the given
start time and end time, to compute the calculated values.

When using Fi r st Rawval ue, Fi r st RawTi me, Last Rawval ue, and Last RawTi me calculation modes,
we can use only the raw sample near each interval boundary and achieve the same result.
The exam NEFEwquery modifier enables this. If you are using one of these calculation modes,
you may experience better read performance using the Exam NEFEwquery modifier.

Using this query modifier is recommended when:

* The time interval is great than 1 minute.

« The collection interval is greater than 1 second.

- The data node size is greater than the default 1400 bytes.

- The data type of the tags is String or Blob. Query performance varies depending on all
of the above factors.




Cloud Historian | 8 - Using The Excel Add-In for Historian | 197

Query
Modifier

Results

Use this query modifier only with Fi r st Rawval ue, Fi r st RawTi e, Last Rawval ue, and Last RawTi ne

calculation modes.

Export Data

About this task
The Export Data function allows you to move values from the Historian Server to your Excel worksheet or

to another system in the same way you move tag information with Export Tags.

-~

N

Note:
Before importing or exporting tags or data, you should be aware of a convention used with the
Historian application. The Server is the reference point for all import and export functions. If you
want to move tag information from the Server into your worksheet, you must use the Export Tags

command. Conversely, if you want to move data from your worksheet to the server, you must use

the Import Data command.

Procedure

1. Select Administration > Export Raw Data from the Historian menu.

The Export Data from Historian window appears.

2. If you want to specify a server, select a server from the drop down list. If you do not specify a

server, the Add-In uses the default server.

3. Select a tag on your worksheet or enter the tag names manually.

Note:

If your tag name has a colon within it, then you should select the tag names via cell

references only.

4. Optionally, you can select the tag name from the Advance Tag Search window.

See Search for a Tag (Advanced) (on page 202)

5. Inthe Query Criteria String, enter the query criteria along with the # symbol.

For example, if the query criteria string is to retrieve only good data quality values, then you should

specify #ONLYGoOD as the Query Criteria String. See Query Modifiers (on page 194).

6. In the Query Time section enter values of time in the Start Time and End Time fields.

You can also use relative time entries to this field. See Relative Time Entries (on page 222).

7. In the Sampling Type section, select a type from the drop-down list.
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8.

10.

The Calculation field is active only after you select Calculated Sampling as the Sample Type.

Select a Calculation Algorithm type from the drop-down list.

. In the Sampling Interval section, select either the By Interval or By Samples option.

The By Interval option displays two entry fields, Interval and Time Unit. Enter values in both. For
example, to sample at 10 minute intervals, enter 10 in the interval field and select Minutes in the
Time Unit field. The By Samples option displays a Number of Samples field.

To specify a number of samples for the data query, enter a number in this field. For example, to
query 100 samples, enter 100 in this field.

In the Filter Definition section, enter filter parameters in the fields for Filter Tag, Filter Comparison,
Include Date Where Value Is Equal To, and Include Times.

These fields are optional. If you do not enter any values, the query returns all values without

filtering.
11. In the Fields To Export section, select one or more fields.
To select multiple individual tags, press the Control key and select the tagnames. To select a
sequence of tags, press the Shift key and select the first and last tagname of the sequence.
12. In the Export Options section, select one of three options:
* To New Worksheet
* To CSV File or
 To XML File
13. If you select To CSV File or To XML File, you must enter a file name and path for the new file in the
File Name field.
14. Select OK to initiate the export. Select Cancel to abort the operation and close the window.
Import Data
About this task

The Import Data command is the converse of the Export Data command. It moves selected information

from your current worksheet into the specified Server in the same way the Import Tags command

functions.

s

Note:

If you use the Active Hours setting while importing data using the Excel Add-In, note that if the
first tags imported are not within the Active Hours settings, no subsequent tags will be returned
on that import (even if they are within the set active hours).




Procedure
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1. Select Administration and then select Import Data from the Historian menu.

A message box appears.

2. Select Yes to initiate the operation. If successful, a window appears confirming the completion of

the import function.

Select OK to close the window. If errors occur on the import, a window appears detailing the issues

encountered in the import. If an error occurs in any line of the import, the whole import is aborted.

Access Archive Statistics

About this task

You can access a list of selected statistics about an archive file. You can specify the server, the archive

file name, and the type of information you want to access (such as start time, end time, file name, target

file size, current file size, and current or read-only status). You can also specify a range of cells for the

display.

Procedure

1. Open an Excel worksheet.

2. Select Historian > Administration > List Archives.

The Historian Archive List window appears.

3. Select a server from the drop-down list. If you do not specify a server, the default server is

considered.

4. Enter values as described in the following table.

Field

Description

Archive Name

Enter a archive name. Do not use wildcards in this field.

-
e Tip:

To return details for more than one item, specify a sub-

string in the Archive Name field that exists in each
archive you want listed. For example, if you have archive
files named from Her 05_Ar chi ve001 t0 Her 05_Ar chi ve010,
enter Her 05_Ar chi ve to return the details for all those

archives.
N J

Output Display

Select one or more parameters for the output display.

Output Range

Select a range of cells in a single row or column to determine

where the returned data is placed.
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5. Select Asc or Desc to sort the archives in ascending or descending order.

6. Select either Columns or Rows for the output display.

Note:

When selecting multiple tags, the orientation of the return data is based on the orientation

of the selected tags and the Row/Col selection is ignored.

7. Select OK.

The statistics of the selected archives appear.

Access Collector Statistics

About this task

You can access a list of selected statistics of a collector instance. You can specify the server, the
collector instance, and the type of information you want to access. You can also specify the range of cells
for the display.

Procedure
1. Open an Excel worksheet.
2. Select Historian > Administration > List Collectors.
The Historian Collector List window appears.
3. Select a server from the drop-down list. If you do not specify a server, the default server is
considered.

4. Enter values as described in the following table.

Field Description
Collector Name Enter a collector instance name. Do not use wildcards in this
field.
e ™
0 Tip:

To return details for more than one item, specify a sub-
string in the Collector Name field that exists in each col-
lector you want listed. For example, if you have collec-
tors named from Her 05_Col | ect or 0001 t0 Her 05_Col | ec-
t or 010, enter Her o5_Col | ect or to return the details for all
those collectors.

- J

Output Display Select one or more parameters for the output display.
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Field

Description

Output Range

Select a range of cells in a single row or column to determine

where the returned data is placed.

5. Select either Columns or Rows for the output display.

Note:

When selecting multiple tags, the orientation of the return data is based on the orientation

of the selected tags and the Row/Col selection is ignored.

6. Select OK.

The statistics of the selected collector instances appear.

Managing Tags
Search for a Tag (Basic)

About this task

You can search for tags and perform actions on them.

This topic describes how to perform a basic search of tags. You can also perform an advanced search (on

page 202).

Procedure

1. Open an Excel worksheet.
2. Select Historian > Search Tags.

The Historian Tag Search window appears.

3. In the Server field, select a server from the drop-down list. If you do not specify a server, the default

server is considered.

4. In the Tag Mask, enter a wildcard character to search for tags (for example, *).

5. Select Search.

The Historian Tag Search window is populated with a tag list.

6. Move tags from the left section to the right section to add them to the search query.

7. Use the Search Display section to choose whether you want to display tag names or tag

description. It also displays the number of tags returned.

8. Use the Output With to choose whether the output shows the names of the selected tags or the

cell computation formulas.

You can use the Output with Formula to place a dynamic formula in the worksheet instead of just

copying the selected tag names. When you do so, the list of tags returned are dynamic based on
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the tag mask criteria. This is useful when selecting a cell reference for the tag mask as opposed to
typing in a tag mask directly in the window.
9. Use the Output Range field to determine where in the worksheet the output data must appear.
10. Use the Output Display section to select the type of data to be displayed.
11. Select OK to apply your choices and initiate the query.
A list of tags appears based on your search criteria.

Search for a Tag (Advanced)

About this task

You can search for tags and perform actions on them.

This topic describes how to perform a advanced search of tags. You can also perform a basic search (on
page 2017).

When you perform an advanced search, the most recently used search criteria are saved in a file named
Def aul t SearchCriteria.xm inc:\user- s\<usernane>\ AppDat a. These criteria are automatically
loaded into the window the next time you access the Excel worksheet. You can reuse or modify the
criteria rather than entering them each time. If you want to reset your criteria, delete the XML file.

While performing an advanced search, you can:

« Add multiple search criteria.

+ Modify the existing criteria.

« Delete the unwanted search criteria from the list.
- Save the criteria to a file and reuse it.

- View the details of a tag in the search results.

Procedure
1. Open an Excel worksheet.
. Select Historian > Search Tags > Advanced Tag Search.
. In the Tag Criteria field, specify one or more tag criteria (on page 229).
. Provide values in the Tag Criteria Value field.
. Select Add Criteria.

a b WO N

The criteria are listed in the Search Criteria section.
6. Select Search.

All tags that satisfy the query criteria are displayed in the Available section.
7. Move tags from the Available List section.
8. To modify the Tag Criteria Value already entered:
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a. Double-click the criteria from the list.
b. Change the Tag Criteria Value.
c. Select Update Criteria. The criteria value is updated with the new value.
9. To delete the search criteria from the list, select the criteria from the list, and then select Delete.

10. To save a search criteria list to be reused:
a. Create your search criteria list.

b. Select Save.
The Save As window appears.

c. Enter the file name, and select Save.

Your criteria list is saved.
11. To load an existing criteria list:

a. Select Load.
The Open window appears.

b. Choose the XML file you saved earlier, and then select Open.
The criteria list is loaded to the Advanced Tag Search window.

12. To view the tag attributes, double-click the tag from the available section or from the selected
section.
The Tag Attributes window appears with the attribute details.

13. Select OK.

Export Tags

About this task
You can export tags from a Historian server into an Excel worksheet or to another system (either local or
remote). After you export tags into an Excel worksheet, you can add/modify tags (on page 205) in bulk,

and then import them (on page 205).
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Note:

You cannot enter more than 32,767 characters in a single cell in an Excel worksheet.

Procedure

1. Open an Excel worksheet.

2. Select Historian > Administration > Export Tags.

The Export Tags from Historian window appears.

3. Select a server from the drop-down list. If you do not select a server, the add-in uses the default

server.

4. Enter values as described in the following table.

Field

Description

Filter Criteria

Enter the name or description of the tag you want to export. You
can use a tag mask to select a group of tags. To select a tag,

use cell references instead of manually typing them.

(L ™
Note:
You cannot export multiple tags when tagnames are
read from multiple cells. If you specify a range of tag-
names to read from multiple cells in the Tag Mask or

Tag Name(s) fields, only the first tag in the range will be

exported.
- J
Collector Enter the collector name.
Data Type Enter the data type.
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5. Select one or more field names from the list in the right hand window. Always include tag names in
the list of fields to export.

6. In the Export Options section, specify whether you want to export tags into a new Excel worksheet,
a CSV file, or an XML file. If you select CSV or XML, you must also enter a path and file name for the
destination file.

7. Select OK.

The data is exported.

Add/Modify Tags

About this task

Using the add-in, you can add tags to Historian or modify existing tags. To do so, include the tags in an
Excel worksheet either automatically or manually, and then import them in bulk into Historian.

This can be a very convenient mechanism when you are working with large numbers of tags. If any

conflicting names or parameters occur, an error occurs; you can then resolve the conflict and try again.

Procedure

1. Create a tags worksheet in Excel either manually or automatically (using macros or any other
tools).
Since Historian requires information about each tag that varies with the type of the tag, ensure
that you have included all the required information in the worksheet before attempting to import it
into Historian. To determine what specific tag information is required, refer to the documentation
provided with your SCADA application.

2. Import the tags into Historian (on page 205).

o ™
Note:
If any errors on the import occur, a window appears, specifying the issues encountered
during the import. If an error occurs with any line of the import, the whole import is

aborted.
N J

Import Tags

Before you begin

In an Excel worksheet, add/modify the tags that you want to import (on page 205).

About this task
Using the add-in, you can add tags to Historian or modify existing tags. To do so, include the tags in an
Excel worksheet either automatically or manually, and then import them in bulk into Historian (either local

or remote).
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Note:
Do not add or update the spare configurations as the data may get corrupted or overwritten. For
example, the Spare 5 field is used by the Server-to-Server collector for internal purposes.

Procedure

1. Open an Excel worksheet.

2. Select Historian > Administration > Import Tags.
A message appears.

3. Select Yes to initiate the operation.
A message appears, confirming that the import is complete.

4. Select OK.
If errors occur, a window appears detailing the issues encountered during the import. If an error
occurs with any line of the import, the whole import operation is aborted.
f you export all the fields and attempt to import the read-only fields LastModified and
LastModifiedUser, you may receive the following error message: Import failed, Error with Import
Header. To avoid this issue, export the tags without selecting the read-only fields, and then import

the tags.

Rename Tags

Before you begin
To rename a tag, you must be a member of the administrator's group with tag-level security.

About this task
When you rename a tag, you can choose between the following options:

- Rename using an alias: In this case, the old name is called the tag alias. You can retrieve tag data
using the tag alias as well. When you copy a tag, the tag alias is captured as well to aid in an audit
trail.

- Rename permanently: In this case, the old name is no longer captured. Therefore, you can create
another tag with this old name. You cannot store and forward data using the old name. This

implies that data for the tag is collected separately for the new name.

Procedure

1. Export the tags (on page 203) that you want to rename.

! Important:
You must only include tag name in the list of fields to export.
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2. In the Excel worksheet, to the right of the Tagname column, insert a column named New Tagname.

3. For each tag that you want to rename, enter the new name in the New Tagname column.

! Important:

You must specify a tag name in all the rows of the New Tagname column. If you do not

want to rename any of those exported tags, you must delete that row.

4. If you want to rename the tags permanently, to the right of the New Tagname column, insert a

column named Permanent Rename.

5. For each tag that you want to rename permanently, enter TRUE in the Permanent Rename column.

For the remaining tags, enter FALSE.

6. Select Historian > Administration > Rename Tags.

A message appears, asking you to confirm that you want to rename the tags.

7. Select Yes.

The tags are renamed.

Reference

Excel Add-In Options

Field

Description

Internal vs. External
References

Choosing Use External References allows your application to reference cells
in other worksheets and workbooks in addition to the current one. If you
choose Use Internal References instead, you can only access cells in the cur-

rent worksheet. The default setting is Use External References.

Automatically Update
Links to Add- In (Yes/
No)

Add-In functions are maintained as worksheet links. If users who share work-
sheets do not have Microsoft Office installed the same way, it is necessary
to turn this feature on. When on, this feature automatically re-establishes

any formula links that may be broken due to differences among users in Mi-
crosoft Office installation. The default setting enables this feature.

The Auto Update feature allows sharing of worksheets. You must, however,
install the Excel Add-In in the exact same Microsoft Office Library Path as the
other worksheets if you want to use the sharing feature.

When opening a worksheet with links to another worksheet, you may receive
a message prompting you to update all linked information in the workbook
(Yes) or keep the existing information (No). It is recommended that you se-
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Field

Description

lect No and keep the existing information. The links will be automatically up-
dated for your worksheet. Save your worksheet after the links have been up-
dated.

Show/Hide Header La-

bels

This option lets you display or suppress the column header labels that are au-
tomatically placed in the worksheet when entering formulas throughout the

Historian windows. The default setting is Show Labels.

Color

Allows you to select the header name color from the drop-down list: black,

blue, red, green, magenta, cyan, or yellow.

Assign Default Server

This window shows the current server assignment. You can modify the set-
ting by selecting the Edit button and accessing the Historian Server Man-
agers window. This window allows you to save user connection information,

add or connect to a new server, delete a server, and modify the default server.

Adjust Column Widths

This option lets you automatically adjust the width of columns in your work-
sheet as formulas are inserted by Historian windows. Select Adjust Header
Column Width to modify the width of header labels; select Adjust Data Col-
umn Width to modify the data column widths to accommodate the data val-
ues. Enabling these options usually makes the worksheet much more read-
able. However, doing so can sometimes make the worksheet calculate too
much when building a large report. In such cases, disable the automatic fea-
ture and adjust individual columns manually.

Save/Default/Cancel

These action buttons let you apply your choices of options. Select Save to ap-
ply the settings you entered, select Default to select default settings for all
options, and select Cancel to close the window.

Reports

You can generate a wide range of custom reports. You can use all the standard, familiar Excel tools and

techniques to access the Historian archives and build reports and charts of all types to fit your specific

needs. You can use the sample reports included with Historian almost as is — just change the tags to fit

your application. As an alternative, use the setup worksheets as a starting point and adapt them to your

particular situation.

Defining Reports

You can define a report so that Excel recalculates the worksheet whenever the contents

of specific cells, such as start times or dates, change. In this way, the report generates a
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dynamic snapshot of process performance, updated regularly in real time. You can also

manually initiate recalculation at anytime.
Building Dynamic Reports

The primary rule to follow in building a dynamic report is to use formulas with cell
references that contain variable information rather than fixed data, so that recalculation
produces new data each time it occurs. You then initiate recalculation by changing certain
inputs manually or automatically.

Sharing Reports

You can share any Excel reports you develop with the Historian Excel Add-In as you would
any other Excel workbook. For each client using the worksheets, set up the Excel Add-In for
Historian.

Using the Sample Reports

The Historian application includes three typical sample reports that demonstrate the power and ease-of-
use of the Excel Add-In. Use them directly in your application or modify them to fit your requirements.

The three sample Excel reports are built using tags from the Simulation collector. You must create an
instance of the Simulation collector and start it in order for these reports to work. The Hi st ori an

Bat ch Report Sanpl e. xl s file also uses Batch ID and Product ID tags from the Simulation collector.
These are Simulation Collector points that are configured to store string data types.

To ensure that the sample reports work correctly, you must add the string tags. These are the last five
tags in the tag collector list. Add the string tags by browsing the Simulation collector and adding all of the
tags by selecting the Add All Tags check box. Alternatively, you can run the Add Tags to Sinul ation
Col | ect or . bat batch file in the Hi st ori an\ Ser ver directory of the machine that has the Simulation
collector.

In addition, when you create an instance of the Simulation collector, it prompts you for the number of
simulation tags it should create (but you must still add the tags for collection using one of the two
methods above). The default is 1000. Do not enter a value less than 30.

When opening a sample Excel report, you may receive a message prompting you to update all linked
information in the workbook or keep the existing information. It is recommended that you select No (that
is, keep the existing information). The links will be automatically updated for your worksheet. Save your
worksheet after the links have been updated.

Historian Statistical Analysis Sample Report
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For a specific duration, this report calculates a number of statistical properties of a tag, such as the
average, maximum, minimum, standard deviation, 2 sigma and 3 sigma control limits, and correlation
coefficients for other tags. It displays charts of various types for several of these variables.

The chart at the lower left is a plot of the main variable vs. time with sigma control limits indicated by
the straight lines. The two charts to the right are scatter diagrams that show the correlation between the
main variable and two other variables. The chart at the top right is a histogram of data values of the main
variable that shows how the data points are distributed.
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The following figure shows the worksheet associated with the sample report that contains the data used
to generate the report.
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Daily Performance Sample Report

This sample report shows how the measured values and selected statistical properties of specified tags
have varied in the last 24 hours. This sample is an example of a typical daily performance report in an
industrial plant.
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| 24 | 20 199961.17 200000 00 052 199993 B9 T3 E7914.51 3001 |
| 25 | 2300 1939567.28 199316.69 121 199981 .69 18.3 £7068.75 3000
|26 | 000 19396948 19995117 24.41 199987 €0 18.31 53169.76 3600.00 |
| 27 | 100 199969.48 199669 48 5493 1999657.28 E E7433.42 3|00
El 200 1993604.69 19998169 67.14 199623.00 189.21 5791277 3600.0 |
El 300 199961 69 199993 69 3662 199938 97 273 5760284 38000 |
|30 | 400 199945, 06 199902 34 0.00 199981 .69 103.76 57436.26 3600.(
[ 31 | 500 200000.00 200000 00 3052 199975 53 8545 5783737 38001 |
2 600 19999389 199993 69 24.41 19996338 0.00 53223.36 36000 |
El Average 190043 54 0% 19906371 HE) 5762150 ET M
| 34 | S1d Diew 47 55 B3 54 1934 54240 5154 41521 123 |
35 | Min 1936804.69 199761.95 0.00 199623.00 0.00 55065.60 29951
* Ml 200000.00 200000.00 6714 200000.00 ey 59556 .56 360005
4 [pmhreport { Charts f Setp / Ll e v

The report shown in the following image is a collection of chart plots of the data displayed in the report of
the previous image.
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The following figure shows the worksheet used to set up the Daily Sample Report. Edit the worksheet to
adapt this report to your application.
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0 n Daily Report Sample.sds .-liﬂ.-x
|E)ehe o wom Imort Fomet lock Qs Windm Hetorin tip o : .  aloix
DNl @RAY + BT w-- QAL B 7 -0 - BIUESH -4

Al ﬂ = —

A B | c | D | E | F | ERE R M R S
; Configuration For Daily Report Erler Iba- report date and the siart_ time of your
3 production day. A value of 6" indicates 3 B:00AM
I Report Date: 18-Aug01 (entered) stan time, and a value of 657 inidcates at B:30AM
g_ Production Day Start Time (hrs): B [entered) stort lime.

T suntme (5A0801 500 (e g ot oot e g o
18 | End Time: 19-Aug-01 05.00 (calculated) simulation collector. Delete the entire formula covering the 15

190 tags and descrptions before entenng your own tagnames to

1_-1 analyze in the repont
% _— (enlerad) [calculated) (calculated) {antered)

14 Tag! TIGER Simulationf0001  TIGER. Simulation00001 | ML 'I
115 Tag2 TIGER. Simulation00002  TIGER. Simulalior(D002 ["assrem =]

16 | Tag3 TIGER. Smulation00003  TIGER Swmulatior00003 I s :"
117 | Tagd TIGER. Simulation(0004  TIGER Simulalion00004 [ Wi j'
118 Tags TIGER. Simulation(0005  TIGER SimulatioriDD005 I Mt j"
118 | Tagh TIGER. Simvlation[0006  TIGER. SimulationQ0006 StandarcdDevislion =
120 | Tag? TIGER. Sivulation(0007  TIGER. SimulatiorD000T Count =l
121 Tagd TIGER Swulalionl0008 TIGER SimulatiorD0008 I Minimum 3"
|2 Tagd TIGER Simulation00008  TIGER Simulalior00009 [hemam =)
123 Tagl0 TIGER. Simulation000 10 TIGER. Simulation00010 [ e =]
|24 | Tagi1 TIGER. Simulation00011  TIGER. Simulatior00011 At 808 X
125 | Tagl2 TIGER. Simulation00012  TIGER. SimulationD0012 Total =
126 | Tagl3 TIGER. Simulation00013  TIGER. Simulation00013 Avarnos
| 27 | Tagld TIGER Swmulationl0014  TIGER SwmulatiorD0014 Meximuim =
A TaglS TIGER Smulationl0015  TIGER Simulatior0D015 RobecxTaim >
129
Ed B
31 ¢
W4 [0 0T Report Jf Charts ) Setup / 1
Batch Sample Report

This is an example of a report that might be used with a batch type of industrial process. The table at the

top of the report shows the batch identification, the start and end times, product name, and computed

statistics for several process variables. The charts show how selected process parameters varied during

the batch cycle.
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E3 Microsoft Excel - Historian Batch Report Sample.sds ajﬂ.ﬂ
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This is the configuration worksheet used to generate the report shown in the previous image. Modify this

worksheet to adapt it to your requirements.
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E3 Microsoft Excel - Historian Batch Report Sample.sds
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7 Historian Batch R!DDH‘ smp Enler the Iaqnama that contains the

3 “Balch ID", and 1he lagname Lhat

4| Batchld Tag TIGER. SimulationStringl00D1 {entered) contains the "Product Code”

5 Product Code Tag TIGER.Si ionS1ringQ0002 (entened)

B ldeal Batch 1d ABCD-991483875082 (entered) The ideal Batch 19" 15 used 1o piot the

7 Batch Id Is Entered I A1 Stan ] (entered) “ideal curve™ for the selected batch in the

8 Batch List Search (Days) 15 (@ntenad) report. This is currently configured as a

a slalic enlry

10

11 Tagl {entered)

121 Tag2 (ontéred) This selection is used to

13] |Tag3 MmN (entered) spacify whether the *Batch ID°

14 Tagd slation0D004 (entered) is assigned and entered in the

lg Tags tionDCOS {entered) systern at the start of & batch

or at the end of a batch

i Filter Mode AflerTime [calculated)

18 Start Time 05-Aug-01 0000 {calculated)

19 End Time 20-Aug-01 0000 (calculated)

X [The “Piat Tags" are the variables to analyze

21 Batch Time Options for the selected batch, and the ideal batch in

22| Al Stan Ihe report. Mole thal lhis example containg a

Pl At End multi-cell formula that is cumrently searching

24 for tags from the simulation collector. To

= configure your own tags, first delete the entire

223 formula covenng the 5 Plot Tag cells
E]
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0
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b z
34
|35 =
M4 p b Report fData ) Setup / K1 B

Troubleshooting the Excel Add-In Sample Reports

If you follow the recommended installation procedures, you should not have any difficulty in running the
sample reports. If you do encounter any problems, they are likely to relate to the locations of files and the
links to those files.

When opening a sample Excel report, you may receive a message prompting you to update all linked
information in the workbook or keep the existing information. We recommend that you select No (that
is, keep the existing information). The links will be automatically updated for your worksheet. Save your
worksheet after the links have been updated.

For problems in the worksheets themselves, refer to Excel online Help for assistance.
Running a Report Using Visual Basic

The following Visual Basic example shows you how to create a hidden instance of Microsoft Excel, open
a preconfigured Historian report in that instance, and then print the report to the default printer. To use the



Cloud Historian | 8 - Using The Excel Add-In for Historian | 217

example, you must modify the path of the . XLAand . XLSfiles. The paths that you need to edit are in bold
font in the following example.

To use this example, you must have the privileges to run the collector as a Windows service and a default
printer must be installed. If Historian security is enabled, you must be a member of the iH Readers group.

Tag-level security can override this privilege.

You can trigger this example to run on an event basis or on a polled basis. Most likely, you would run this
example on an event basis. However, you can run it on a polled basis using Windows Task Scheduler.

Sub Creat eExcel Obj ect s()

Di m x| App As Excel . Application Di m wkbNewBook As Excel . Wr kbook Di m wksSheet As Excel . Worksheet Di m strBookNane As
String

' Create new hidden instance of Excel. Set x|l App = New Excel . Application

' Open the preconfigured Hi storian Excel Add-in report.

Wor kbooks. Open "C:\ Program Fi |l es\M crosoft O fice\Officell\Library\iH storian.xla"

Set wkbNewBook = Wor kbooks. Open(“c:\testih.xls", 0, False)

' x| App. Visible = True

Wt h wkbNewBook

For Each wksSheet In .Wrksheets

Sel ect Case wksSheet.Nane Case "tagl" wksSheet. Sel ect
. RefreshAl |

.PrintQut End Sel ect Next wksSheet

.C ose Fal se

End Wth

Set wkbNewBook = Not hi ng x| App. Qui t

Set x| App = Not hi ng

End Sub

Array Formulas for the Historian Excel Add-In

In Excel, an array formula is a data request that inputs a set of parameters and returns results. The
Historian Excel Add-In uses the following array formulas:

i hSear chTags

(pServer, pTagMask, pDescri pti onMask, pCol | ect or, pArraySi ze, pSort, pRowCol , Par anet er s())

i hQuer yDat a
(pServer -, pTagNane, pSt art Ti me, pEndTi e, pSanpl i nghMbde, pCal cul ati onMbde, pSanpl i ngl nt erval , pNunber Of Sanpl es, pDi recti on, pFi

| ter Tag, pFi | t er Mode, pFi | t er Conpari sonM ())
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i hQuer yDat a3
(pServer, pTagNane, pSt art Ti ne, pEndTi e, pSanpl i nghvbde, pCal cul at i onMbde, pSanpl i ngl nt erval , pNunber Of Sanpl es, pDi recti on, pFi |

t er Tag, pFi | t er Mode, pFi | t er Conpari sonM ())

i hQuer yMessages

(pServer, pTopi c, pStart Ti me, pEndTi ne, pSear chText , pArraySi ze, pSort, pRowCol , Par anet ers())

i hLi st Archi ves

(pServer, pArchi veNaneMask, pArraySi ze, pSort, pRowCol , Par anet ers())

i hLi st Col | ectors

(pServer, pCol | ect or NaneMask, pArraySi ze, pSort, pRowCol , Par anet ers())

When inserting an array formula, you cannot overwrite part of the range of another array formula in your
worksheet. The range includes cells without data displayed. An error message appears if you try to do so.
Reselect a different output range to insert the formula.

Array Formula Parameters

The following table describes the parameters for the array formulas for the add-in.

Para- L.
Description
meter

p- A search mask you can use to browse the archivers. Use standard Windows wildcard charac-

Ar chi ve-| ters.

pArray- | The number of cells that the array spans.

Si ze

pCal cu- | The type of the calculation mode.
| ation-

Mode

pCol - | The collector or collector mask that you want to query.

| ector

pCol - A search mask for browsing collectors. Use standard Windows wildcard characters.

| ector-
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Para- .
Description

meter
Nane
Mask
pDe- A search mask for browsing tag descriptions. Use standard Windows wildcard characters.
scri p-
tion-
Mask
pDi rec- | The direction (forward/backward from the start time) of data sampling from the archive.
tion
pEnd- | The end time used to refine your query.
Ti me
pFil- | The type of comparison to be made on the filter comparison value:
ter-
e * Equal : Filter condition is True when the Fi | t er Tag is equal to the comparison value.
i son- * Equal Fi r st : Filter condition is True when the Fi | t er Tag is equal to the first comparison
Mbde value.

* Equal Last : Filter condition is True when the Fi | t er Tag is equal to the last comparison
value.

* Not Equal : Filter condition is True when the Fi | t er Tag is NOT equal to the comparison
value.

* LessThan: Filter condition is True when the Fi | t er Tag is less than the comparison value.

* & eat er Than: Filter condition is True when the Fi | t er Tag is greater than the comparison
value.

* LessThanEqual : Filter condition is True when the Fi | t er Tag is less than or equal to the
comparison value.

G eat er ThanEqual : Filter condition is True when the Fi | t er Tag is greater than or equal to
the comparison value.

* ALl Bi t sSet : Filter condition is True when the binary value of the Fi I t er Tag is equal to all
the bits in the condition. It is represented as ~ to be used in Filter Expression.

* AnyBi t Set : Filter condition is True when the binary value of the Fi | t er Tag is equal to any

of the bits in the condition. It is represented as ~ to be used in Filter Expression.
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Para- .
meter Description
* AnyBi t Not Set : Filter condition is True when the binary value of the Fi | t er Tag is not equal
to any one of the bits in the condition. It is represented as ! ~ to be used in Filter Expres-
sion.
* Al I Bi t sNot Set : Filter condition is True when the binary value of theFilterTag is not equal
to all the bits in the condition. It is represented as ! » to be used in Filter Expression.
pFil- | The value to compare the filter tag with when applying the appropriate filter to the DataRecord-
ter- set query (to determine the appropriate filter times).
Conpar -
i sonVa-
| ue
pFil- | An expression that includes multiple filter conditions. The type of conditions used are:
terEx-
pr es- « AND condition
si on « crcondition
« Combination of both anD and or
You can use a filter expression instead of Fi | t er Tag, Fi | t er Conpar i sonMbde and Fi | t er Val ue pa-
rameters. While using Fi | t er Expr essi on, the expression is passed within single quotes, and for
complex expressions, enclose the conditions in parentheses. There is no maximum length for
a filter expression.
pFil- [ The type of the time filter:
t er Mode

* Exact Ti ne: Retrieves data for the exact times that the filter condition is True (only True).

» Bef or eTi me: Retrieves data from the time of the last False filter condition up until the
time of the True condition (False until True).

* Af ter Ti ne: Retrieves data from the time of the True filter condition up until the time of
the next False condition (True until False).

* Bef or eAndAf t er Ti ne: Retrieves data from the time of the last False filter condition up un-
til the time of next False condition (While True).

 The Fi I t er mode: Defines how time periods before and after transitions in the filter condi-
tion should be handled.

For example, Af t er Ti me indicates that the filter condition should be True starting at the
timestamp of the archive value that triggered the True condition and leading up to the
timestamp of the archive value that triggered the False condition.
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Para- .
Description
meter
pFil- | The single tagname used when applying the filter criteria.
terTag
pNum Number of samples from the archive to retrieve.
ber O -
f— Samples will be evenly spaced within the time range defined by start time and end time for
anpl es
most sampling modes. For the RawByNumber sampling mode, the Nunber & Sanpl es column deter-
mines the maximum number of values to retrieve. For the RawBy Ti ne sampling mode, the Num
ber Of Sanpl es is ignored.
pRowCol | The sorting criteria used: 0 for columns and 1 for rows.
pSam For non-raw sampled data, this column represents a positive integer for the time interval (in
pling- |milliseconds) between returned samples.
Inter-
val
psam | The type of the sampling mode used by the query.
pling-
Mode
p- The text or mask that you want to search for in the message.
Sear ch-
Text
pServer | Name of the server from which you are retrieving data. If you are running Excel on the same
server from which you are retrieving data, you need not enter a string, as the default server is
used.
pSort | The sorting criteria used for the rows or columns: 0 for descending and 1 for ascending.
pStart- | The start time used to refine your query.
Ti me
pTag- | A search mask for browsing tagnames. Use standard Windows wildcard characters.
Mask
pTag- | The tagname or tagname mask that you want to query.
Nanme
pTopi ¢ | The message topic:
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Para- .
Description
meter

 Connections
« Configuration
* General
* Services
» Performance

* Security

Par ane- | Output display of the array formula. This field can include be one or more parameters.

ters()

Relative Time Entries

When entering the Start and End times for Excel Add-in queries and exports, you can already enter them
as exact literal dates and times such as “1/ 28/ 14 09: 00: 00" in the query windows like Query Calculated
Data, or you can use a cell reference to an exact time, or use an Excel function such as =Now() or =Today() .
Apart from the mentioned ways, you can use relative time entries using a base value and an offset value
as described in the following tables.

For example, you can use Yest er day+8H for 8am yesterday or Now 15mfor 15 minutes before the current
time. The typical use of a relative time entry, is to type the time values using a base and an offset into the
start and end time of the Query window or the Export window, instead of having to put =Now() or =Today()
in a cell and making a cell reference to that, or use the base mnday to produce weekly reports.

Base Values
Base L.
Description
Value
Now The current date and time.
Today The current date at midnight.

Yesterday | The previous day at midnight.

Sunday Today or the most recent Sunday at midnight.

Monday Today or the most recent Monday at midnight.

Tuesday Today or the most recent Tuesday at midnight.
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Base L
Description

Value

Vednesday | Today or the most recent Wednesday at mid-
night.

Thursday | Today or the most recent Thursday at midnight.
Fri day Today or the most recent Friday at midnight.
saturday | Today or the most recent Saturday at midnight.

Offset Values

Offset Value Description

One 24 hour day

h One hour
m One minute
s One second

Filter Parameters for Data Queries

Para-
me-

ters

Description

Tag

Filter | The single tag name used when applying the filter criteria.

Note:

You can enter your filter conditions using Filter tag, Filter Comparison Mode, and Filter
Comparison Value or you can put that all that information in a single Filter Expression.

Ex-
pres-

sion

Filter [An expression thatincludes one or more filter conditions. The types of conditions used are:

» AND Condition
* OR Condition
« Combination of both AND and OR
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Para-
me- Description
ters
FilterExpression can be used instead of FilterTag, FilterComparisonMode and FilterValue para-
meters. There is no maximum length for a filter expression.
Filter [The type of time filter:
Mode
« ExactTime — Retrieves data for the exact times that the filter condition is True (only
True).
- BeforeTime — Retrieves data from the time of the last False filter condition up until the
time of the True condition (False until True).
- AfterTime — Retrieves data from the time of the True filter condition up until the time of
next False condition (True until False).
- BeforeAndAfterTime — Retrieves data from the time of the last False filter condition up
until the time of next False condition (While True).
The Filter Mode defines how time periods before and after transitions in the filter condition
should be handled.
For example, AfterTime indicates that the filter condition should be True starting at the time-
stamp of the archive value that triggered the True condition and leading up to the timestamp of
the archive value that triggered the False condition.
Filter [The type of comparison to be made on the filter comparison value:
Com
Fe - Equal — Filter condition is True when the Filter Tag is equal to the comparison value.
i son « EqualFirst — Filter condition is True when the Filter Tag is equal to the first comparison
Mbde value.
« EquallLast — Filter condition is True when the Filter Tag is equal to the last comparison
value.
 NotEqual — Filter condition is True when the Filter Tag is NOT equal to the comparison
value.
« LessThan — Filter condition is True when the Filter Tag is less than the comparison val-
ue.
« GreaterThan — Filter condition is True when the Filter Tag is greater than the compari-
son value.
- LessThanEqual — Filter condition is True when the Filter Tag is less than or equal to the
comparison value.
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Para-
me-

ters

Description

- GreaterThanEqual — Filter condition is True when the Filter Tag is greater than or equal
to the comparison value.

- AlIBitsSet — Filter condition is True when the binary value of the Filter Tag is equal to all
the bits in the condition. It is represented as ~ to be used in Filter Expression.

- AnyBitSet — Filter condition is True when the binary value of the Filter Tag is equal to
any of the bits in the condition. It is represented as ~ to be used in Filter Expression.

 AnyBitNotSet — Filter condition is True when the binary value of the Filter Tag is not
equal to any one of the bits in the condition. It is represented as ! ~ to be used in Filter
Expression.

- AlIBitsNotSet — Filter condition is True when the binary value of the Filter Tag is not
equal to all the bits in the condition. It is represented as ! ~ to be used in Filter Expres-
sion.

« Alarm Condition — Specifies an alarm condition to filter data by. For example, Level.

- Alarm SubCondition — Specifies an alarm sub-condition to filter data by. For example,
HIHI.

The Filter Comparison Mode defines how archive values for the Filter Tag should be compared
to the Filter Value to establish the state of the filter condition. If a Filter Tag and Filter Compar-
ison Value are supplied, time periods are filtered from the results where the filter condition is

False.

Note:

Filter Comparison Mode is only used if Filter Tag is filled in.

Fil-

ter-

par -
i son

Val ue

The value to compare the filter tag with when applying the appropriate filter to the data record

set query (to determine the appropriate filter times).

Note:

Filter Comparison Value is only used if Filter Tag is filled in.
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Batch IDs

If you had a Bat chi D going into a Historian tag, that Bat chi D will either have a timestamp at the beginning
of the batch or at the end of the batch. Different batch systems report the Bat chi D as the batch is started,

and other systems do not report the Bat chi D until the batch is finished.

If your Bat chi Dis reported at the beginning of a batch, you would need to use the AfterTime option
because you would want to include all data for a particular Bat chi D after the time the BatchID was
reported up until the next Bat chi D was reported. If your Bat chl Dwas being reported at the end of the
batch, you would want to use the BeforeTime option because you would want to include all data for
a particular Bat ch 1 Dbefore the time the Bat ch 1 Dwas reported back to the previous Bat chi D being

reported.

Sampling Types
Interpolated Sampling
Calculates values between two data points using a linear interpolation algorithm.
Calculated Sampling
Computes values using an algorithm selected in the Calculation field.
Lab Sampling

Computes intermediate values between two data points by using the last actual value. This

type of sampling displays as a stair step type of curve.
Trend Sampling

Returns the raw minimum and raw maximum value for each specified interval. Use the Trend
sampling mode to maximize performance when retrieving data points for plotting. For the
Trend sampling mode, if the sampling period does not evenly divide by the interval length,
Historian ignores any leftover values at the end, rather than putting them into a smaller

interval.
InterpolatedtoRaw Sampling

Provides raw data in place of interpolated data when the number of samples fall lesser than

the available samples.
TrendtoRaw Sampling

The TrendtoRaw sampling mode almost always produces the same results as the Trend
sampling mode. The exception is that, when more samples are requested than there are raw
data points, the TrendtoRaw sampling mode returns all of the available raw data points with
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no further processing. TrendtoRaw is therefore used rather than Trend when the number of

actual data samples are fewer than the requested number of samples.
LabtoRaw Sampling

Provides raw data for the selected calculated data over the plot, when the number of

samples fall lesser than the available samples.
RawByFilterToggle Sampling

Returns filtered time ranges with values 0 and 1. If the value is 1, then the filter condition
is true and 0 means false. This sampling mode is used with the time range and filter tag

conditions. The result starts with a starting time stamp and ends with an ending timestamp.
Trend2 Sampling

Returns the raw minimum and raw maximum value for each specified interval. Use the
Trend2 sampling mode to maximize performance when retrieving data points for plotting.
Also, if the sampling period does not evenly divide by the interval length, Historian creates
as many intervals of the interval length as will fit into the sampling period, and then creates
a remainder interval from whatever time is left. Trend2 sampling mode is more suitable than
Trend sampling mode for analysis of minutes and maxes and for plotting programs that can
handle unevenly spaced data.

TrendtoRaw2 Sampling

The TrendtoRaw?2 sampling mode almost always produces the same results as the Trend2
sampling mode. The exception is that, when more samples are requested than there are raw
data points, the TrendtoRaw2 sampling mode returns all of the available raw data points
with no further processing. TrendtoRaw?2 is therefore used rather than Trend2 when the

number of actual data samples are fewer than the requested number of samples.

Calculation Algorithm Types

Average

A time weighted arithmetic mean.
Minimum

The lowest value in the group.
Maximum

The highest value in the group.

Standard Deviation
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The square root of the arithmetic mean of deviations from the time- weighted arithmetic

mean of all values in the group.
Total

The time-weighted total of all values in the group. Note that Engineering Units are assumed
to be in Units/Day. If your Engineering Units were not measured in Units/Day, you must scale
your total to the actual time units of the measurement. For example, if the measurement
were in Units/Minute (such as GPM), you would multiply the total number by 1440 (minutes
in a day) to scale the value into the correct time units.

Count

The total number of values in the group.
Raw Average

The unweighted arithmetic mean of all values in the group.
Raw Standard Deviation

The square root of the arithmetic mean of deviations from the unweighted arithmetic mean
of all values in the group.

Raw Total
The unweighted total of all values in the group.
Time of Minimum Value

The time at which the minimum value occurred. | Time of Maximum Value - the time at

which the maximum value occurred.
Time Good

The amount of time (in milliseconds) during the interval when the data quality is good.
State Count

Displays the number of times a tag has transitioned to another state from a previous state.
A state transition is counted when the previous good sample is not equal to the state value
and the next good sample is equal to state value.

State Time

Displays the duration that a tag was in a given state within an interval.
First Raw Value

Returns the first good raw sample value in the given time interval.

First Raw Time
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Returns the time stamp of the first good raw sample in the given time interval.
Last Raw Value

Returns the last good raw sample value in the given time interval.
Last Raw Time

Returns the time stamp of the last good raw sample in the given time interval.
TagStats

Returns the values of multiple calculation modes in a single query.

Tag Criteria List

The following table outlines the tag criteria available:

Criteria Description
Tagname Tagname or tag mask property of the tag.
Description User description of the tag.
Data Type The data type of the tag.
Collector Name Name of the collector responsible for collecting data for the

specified tag.

Collector Type The type of collector responsible for collecting data for the
tag.

Note:

Do not use wildcards in this field.

Collection Type Type of collection used to acquire data for the tag.

Data Store Name Indicates the name of the data store to which the tag be-
longs to.

EGU Description Indicates the engineering units assigned to the tag.

Note:

Do not use wildcards in this field.

Comment Comments that is applied to the tag.
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Criteria Description

Note:

Do not use wildcards in this field.

Source Address The address for the selected tag in the data store.

Note:

Do not use wildcards in this field.

Collection Interval The time interval between the readings of data. The value

entered is in milliseconds.

Collector Compression Whether or not collector compression is enabled as a de-
fault setting.

Archive Compression Indicates the current effect of archive data compression.

Last Modified User The name of the person who last modified the tag configu-

ration parameters.

Troubleshooting Issues with the Add-In

Troubleshooting General Imports

« Review the Hi st ori anSDKEr r or s. | og file. This file is usually located in the
LogFi | es folder in your Historian program folder. Historian records additional
information for some errors in this file. Sometimes, by reviewing this file, you can
determine the cause of the error.

« If using Historian security, verify that the user has the appropriate security rights.

If the rights are incorrect, log in as a user with the correct privileges or change the
rights for the current user.

- Verify that there are no empty rows between valid rows in your spreadsheet. These
empty rows can cause issues.

- Note if any errors occur. If an error occurs with any line of the import, Historian aborts
the whole import.

Troubleshooting Tag Imports
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- If you remove or add Historian servers, and then if you attempt to search for tags, the
add-in may not recognize the default server, and may display a message, stating that
the default server has not been set. To avoid this issue, close and reopen the Search
Tags window.

» Make sure that you are not trying to import the Calculation Execution Time, Last
Modified, or Last Modified User fields for each tag. These fields are read-only. As
such, you can export them but cannot import them.

- Verify that your collector does not contain any duplicate tagnames.

- Verify that the number of tags that you want to import does not exceed the maximum

licensed tag count. If it does, you will not be able to import the tags.

Troubleshooting Data Imports

« Ensure that the time stamps of any online archives are not prior to the start time of

the oldest online archive.
- Ensure that the time stamps are not for a time greater than 15 minutes ahead of the

system time on the Historian server.
« Ensure that the tags are valid Historian tags. To do this, import your tags before

importing their associated data.

Troubleshooting Data or Tag Exports

You cannot export data or tags to a remote path using the add-in.

You can export a 64-bit tag, include it in a report and perform calculations on it. However,
there will be a minor precision loss while retrieving the data due to a Visual Basic limitation.

Importing Tags Fails

Description: If you export all the fields and attempt to import the read-only fields

LastModified and LastModifiedUser, you may receive an error message.
Error Message: Import failed, Error with Import Header.

Workaround: Export the tags without selecting the read-only fields, and then import the tags.
Unable to Run Sample Reports
Description: If you follow the recommended installation procedures, you should not have

any difficulty in running the sample reports. If you do encounter any problems, they are likely

to relate to the locations of files and the links to those files.
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Workaround: When opening a sample Excel report, you may receive a message prompting
you to update all linked information in the workbook or keep the existing information. We
recommend that you select No (that is, keep the existing information). The links will be
automatically updated for your worksheet. Save your worksheet after the links have been
updated.

For problems in the worksheets themselves, refer to Excel online Help for assistance.

Error Occurs While Inserting an Array Formula

When inserting an array formula, you cannot overwrite part of the range of another array
formula in your worksheet. The range includes cells without data displayed. An error

message appears if you try to do so. Reselect a different output range to insert the formula.



Chapter 9. Using Historian Administrator

Historian Administrator

Introduction to Historian Administrator

Historian Administrator is a Windows-based application, which allows you to access administrative
functions. Using Historian Administrator, you can monitor, supervise, archive, retrieve, and control data

gathering functions from the server, a client, or one or more remote non-web-based nodes.

Note:
You can install multiple instances of Historian Administrator. Changes that you make to

parameters on one instance are not automatically updated in other instances.

Historian Administrator communicates with the Historian server using the Historian API. You can install
Historian Administrator on a local or a remote machine that has a TCP/IP connection to the Historian

server.

Intended Audience

This guide is intended for people who need to:

« Retrieve and analyze archived information.
- Set up and maintain configuration and other parameters for tags, collectors, and archives.
- Perform specific supervisory and security tasks for Historian.

» Maintain and troubleshoot Historian.

About Historian Administrator

Using Historian Administrator, you can:

- Examine key operating statistics for archives and collectors.
« Perform archive maintenance, including:

o Setting archive size.

o Selecting options and parameters.

o Accessing security parameters.

> Adding archives.
- Perform tag maintenance, including:
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> Adding, deleting, and copying tags.
o Searching for tags in a data source or in the Historian database.
- Starting and stopping data collection for a tag.
» Configuring, displaying, and editing tag parameters and options.
o Displaying trend data for selected tags.
« Perform collector maintenance, including:
> Adding or deleting collectors.
o Configuring, displaying, and editing parameters for all types of collectors.
> Displaying performance trends for selected collectors.

Note:

You can back up and restore archives directly using Elastic File System (EFS). If you try to back up

archives using Historian Administrator, and error occurs.

Limitations

If the number of archives is large (that is, more than 5,000), Historian Administrator takes a long time to
start.

Access Historian Administrator

Before you begin
« Install Historian Administrator Using the Installer (on page 49).
- Create a Windows user on the Historian server (on page 56).

« Use a page with a resolution of 1024 x 768 or above.

Procedure
From the Start menu, select Historian Administrator.

Note:

By default, The system attempts to connect to the default server using the username and

password of the currently logged-in user. If you want to use a different server or user account:
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a. Select Main.
V4

A login window appears.

b. Provide the server name, username, password, and domain information, and then select
OK.

- J

The Proficy Historian Administrator window appears, displaying the following pages.

- System Statistics: Contains system status indicators, data collector performance indicators,
collector maintenance, tag maintenance, and help pages.

» Tag Maintenance: Contains tag names, parameters, and controls.

« Collector Maintenance: Contains collector names, parameters, and controls.

- Data Store Maintenance: Contains archive names, parameters, alarms, security, and controls.

- Message Search: Not applicable

Installing Historian Administrator

Install Historian Administrator Using the Installer

About this task
If you already have Historian Administrator on your machine (installed using on-premises Proficy
Historian), you can just change the destination to the NLB DNS, and begin using it:

1. Select Main.
A login window appears.

2. Provide the NLB DNS, username, password, and domain information, and then select OK.

This topic describes how to install Historian Administrator using the installer. You can also install it at a

command prompt (on page 57).

Procedure
1. Run the | nst al | Launcher . exe file. Contact the support team for this installer.
2. Select Install Client Tools.
The Select Features page appears, displaying a list of components.
3. Select the Historian Administrator check box.
4. Select Next.
The Choose the Historian Program Folder page appears.
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Choose the Historian Program Folder

folder.

another folder,

Destination Folder

C:\Program Files\Proficy\Proficy Historian

< Back

Mext »

Setup will install the Historian Program files [Collectors. ClientT ools Admin) to the following

To install to this folder, click Next. To install to a different folder, click Browse and select

Browse. ..

Cancel

5. As needed, change the destination folder of Historian Administrator, or leave the default folder, and

then select Next.
The Historian Server Name page appears.
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Historian Server Name

Enter the Historian Server to be used as the default for cliert tools.

-
.

Name ||

< Back

Mext >

Cancel

6. Enter the NLB DNS of Proficy Historian for AWS that you want to use with Historian Administrator,

and then select Next.

-
0 Tip:

To find the NLB DNS:

b. Access the EC2 instance.

e. In the Description section, copy the DNS name.
-

d. Select the load balancer for which you want to find the DNS.

a. Access the EKS cluster on which you have deployed Proficy Historian for AWS.

c. In the navigation pane, under Load Balancing, select Load Balancers.

7. When you are asked to reboot your system, select Yes.

Install Historian Administrator at a Command Prompt

Before you begin

Install Historian Administrator using the installer (on page 49) on a machine. When you do so, a template

file named set up. i ss is created at C: \ W ndows. This file stores the installation options that you have
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provided. You can then use this template to install Historian Administrator at a command prompt on other

machines.

Procedure
1. Copy the set up. i ss file to the machine on which you want to install Historian Administrator at a
command prompt.
2. In the folder in which you have copied the file, run the following command: set up. exe /s /sns

The installer runs through the installation steps.

o ™
Note:
If using certain versions of Windows (like Windows 10 or Windows 2019), you may receive
an error message, stating that some of the DLL files are not registered. You can ignore

these messages.
- J

3. When prompted to reboot your system, select Yes.

Results

Historian Administrator is installed.

Historian Administrator - Pages

The Main Page

The Main page of Historian Administrator displays the system statistics, which contains the current
system status and performance statistics. It provides an overall view of the system health. The page has

the following sections:

 The System Statistics section (on page 239)
- The Collectors section (on page 242)
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The System Statistics Section

The following table describes the fields in the System Statistics section.

o ™
Note:
The statistics displayed in this section are calculated independently on various time scales and
schedules. As a result, they may be updated at different times.
- J

Field Description

Receive Rate (a time-based chart
in events/minute)

Not applicable

Archive Compression (% com-
pression)

Displays the current effect of archive data compression. If the value
is zero, it indicates that archive compression is either ineffective or
turned off. To increase the effect of data compression, increase the
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Field

Description

value of archive compression deadbands on individual tags in the
Tag Maintenance section to activate compression.

In calculating the effect of archive compression, Historian counts
internal system tags as well as data source tags. Therefore, when
working with a very small number of tags and with compression dis-
abled on data source tags, this field may indicate a value other than
zero. If you use a realistic number of tags, however, system tags will
constitute a very small percentage of total tags and will therefore
not cause a significant error in calculating the effect of archive com-
pression on the total system.

Write Cache Hit

Displays the hit ratio of the write cache in percentage of total writes.
It is a measure of how efficiently the system is collecting data. Typi-

cally, this value should range from 95 to 99.99%. If the data is chang-
ing rapidly over a wide range, however, the hit percentage drops sig-

nificantly because current values differ from recently cached values.
More regular sampling may increase the hit percentage. Out-of-order
data also reduces the hit ratio.

Failed Writes

Displays the number of samples that failed to be written. Since failed
writes are a measure of system malfunctions or an indication of of-
fline archive problems, this value should be zero. If you observe a
non-zero value, investigate the cause of the problem and take cor-

rective action.

Historian also generates a message if a write fails. Note that the
message only appears once per tag, for a succession of failed writes
associated with that tag. For example, if the number displayed in this
field is 20, but they all pertain to one Historian tag, you will only re-

ceive one message until that Historian tag is functional again.

Messages Since Startup

Not applicable

Alerts Since Startup

Not applicable

Calculations

Not applicable

Server-to-Server

Displays the value Enabled if the Server-to-Server collector is li-
censed on the software key.
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Field

Description

Alarms since Startup

Not applicable

Server Memory

Displays how much of the server memory the data archiver con-

sumes.

Free Space (MB)

Displays how much disk space (in MB) is left in the current archive.

Consumption Rate (MB/day)

Displays how fast the archive disk space is consumed. If the value is
too high, you can reduce it by slowing the poll rate on selected tags
or data points or by increasing the filtering on the data (widening the
compression deadband to increase compression).

Est. Days to Full (Days)

Not applicable

Active Tags

Displays number of tags in your configuration.

Licensed Tags

Displays the number of tags authorized for this Historian installation

by the software key and license.

(L ™
Note:
If this field displays 100 tags and the licensed users field
displays 1 client, you are likely running in demonstration

mode and may have incorrectly installed your hardware key.
- J

Active Users

Displays the number of users currently accessing the Historian sys-
tem.

Licensed Users

Displays the number of users authorized to access Historian using
the software key and license.

The number of users that are authorized to access Historian is strict-
ly based on the software key and license. However, if you have uti-
lized your available Client Access Licenses (CAL) and need an ad-
ditional one to administer the system in an emergency, you have an
option to reserve a CAL. This reserved CAL allows you to access the
server. To do so, provide the reserved CAL to the system administra-
tors and add them tothei h Security Adm ns group. A system

administrator can then connect to Historian in an emergency.

This facility is optional and does not provide a guaranteed connec-

tion. It only eliminates the emergency situations when a CAL is pre-
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Field

Description

venting you from accessing the system and may not work if there
are other conditions. For example, if the Historian server is busy, you
will not be able to connect using this feature.

- ™
Note:
If this field displays 1 client and the Licensed Tags field
displays 100 tags, you are likely running in demonstration
mode and you may have incorrectly installed your hardware

key.
- J
Alarm Rate Not applicable
SCADA Tags Displays the number of CIMPLICITY or iFIX tags.

Tags Consumed by Arrays

Not applicable

The Collectors Section

The Collectors section shows current statistics on the operation of all the connected collectors in the

system. In this section, you

can:

« Access the Collector Maintenance page of a collector by selecting the collector name. You can

also access the Collector Maintenance page by selecting the collector link at the beginning of the

System Statistics section.

- Automatically refresh the data every 45 seconds by selecting the Auto check box.

 Manually refresh the

data by selecting Refresh.

The following table describes the fields in the Collectors section.

Field

Description

Collector

Displays the collector ID, which is used to identify the collector in Historian.

Status

Displays the current status of collection. This field contains one of the follow-

ing values:
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Field

Description

* Running: Indicates that the collector is running.

- Stopped: Indicates that the collector is not collecting data.

« Unknown: Indicates that status information about the collector is un-
available, perhaps as a result of a lost connection between the collec-

tor and the server.

Computer

Displays the name of the computer on which the collector is running.

Report Rate

Displays the number of samples per minute that the server is receiving data
from the collector. It is a measure of the collection rate and data compres-
sion. If the collector compression percent is zero, and if the value in this field
is equal to the data acquisition rate, it indicates that every data point received
from the collector is being reported to the server. This means that the collec-
tor is not performing any data compression. You can lower the report rate,
and make the system more efficient, by increasing the data compression at
the collector. To do this, widen the collection compression deadbands for se-

lected tags.

Overruns

Not applicable

Compression %

Displays the percentage of how effective compression is at present for the
specific collector since collector startup. A value of zero indicates that com-
pression is either turned off or not effective. To increase the value, enable
compression on the collector's associated tags and increase the width of the

compression deadband on selected tags.

The collector keeps track of how many samples it collected from the data
source (for example, the OPC server) and keeps track of how many samples
it reported to the Data Archiver (after collector compression is complete).

A low number or zero means almost everything coming from the data source
is being sent to the data archiver. The reason for the low number or zero is
that too many samples are exceeding compression or you are not using col-

lector compression.

A high number or 100 means you are collecting a lot of samples, but they are
not exceeding collector compression and therefore are not being sent to serv-

er.
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Field Description
Out of Order Displays the number of samples within a series of timestamped data values
normally transmitted in sequence that have been received out of sequence
since collector startup. This field applies to all collectors.
Redundancy Not applicable

The Data Store Page

Using the Data Store page, you can read and modify the parameters of archives, data stores, global

options, security, and alarms.

The Archive Details Section

In the Archive Details section, a list of all the archives in your system appears. To access an archive,

select it. In this section, you can:

* Close an archive by selecting Close Archive.

This topic describes the fields in each subsection in the Archive Details section.

Note:

You cannot back up

and restore data using Historian Administrator. This is because the backup

and restore functions are performed using Elastic File System (EFS).

The Status Subsection

Field

Description

Status

The current operating state of the archive. This field contains one of the fol-

lowing values:

- Current: Indicates that the archive is actively accepting data.

« Active: Indicates that the archive contains data but is not currently ac-
cepting data.

« Empty: Indicates that the archive has never accepted data.

Start Time

The time of the oldest sample in the archive.

End Time

The time the archive is closed (automatically or manually).
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Table 31. Resources

Field Description
File Location The path and name of the archive file.
File Size The size (in MB) of the archive file.

Note:

Historian supports a maximum archive size of 256 GB per archive.

File Attribute The attribute to set a closed archive to read-only or read/write.

Note:

To create multiple archives at the same time, set the value of this
field to Read/Write.

The Data Store Details Section

This topic describes the fields in each subsection in the Data Store Details section.
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Data Store Settings

Archive Details | Daia Store Details || Data Store Options | Global Options | Security | Alarms |

Stahishics

Archive Comprezzsion
Wirite Cache Hit

Recerve Rate [Eventztin]
Free Space [ME]
Conzumption Hate [MB/Dray]
bezzages Since Startup [Mezzagesz]
Failed */ites [E wentsz]
Est. Draps to Full [Drayz]
Alertz Since Startup [Alertsz]
Uzer Details
[rata Store State Running
|z Spztem Mo
Mumber OF Tags 1
Iz Difauilt ¥ Yes = Ma
Storage Type iHistDricaI Store _:j
Drezcription The User Data Store. _Aj
Add Tagz I llpdate ! Delete 1
The Statistics Subsection
Field Description

Archive Compression (% com-

pression)

Displays the current effect of archive data compression. If the value
is zero, it indicates that archive compression is either ineffective or

turned off. To increase the effect of data compression, increase the
value of archive compression deadbands on individual tags in the

Tag Maintenance section to activate compression.

In calculating the effect of archive compression, Historian counts
internal system tags as well as data source tags. Therefore, when
working with a very small number of tags and with compression dis-

abled on data source tags, this field may indicate a value other than

zero. If you use a realistic number of tags, however, system tags will
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Field

Description

constitute a very small percentage of total tags and will therefore
not cause a significant error in calculating the effect of archive com-
pression on the total system.

Write Cache Hit

Displays the hit ratio of the write cache in percentage of total writes.
It is a measure of how efficiently the system is collecting data. Typi-

cally, this value should range from 95 to 99.99%. If the data is chang-
ing rapidly over a wide range, however, the hit percentage drops sig-

nificantly because current values differ from recently cached values.
More regular sampling may increase the hit percentage. Out-of-order
data also reduces the hit ratio.

Receive Rate

Displays how busy the server is at a given instance and the rate at

which the server is receiving data from collectors.

Free Space (MB)

Displays how much disk space (in MB) is left in the current archive.

Consumption Rate (MB/day)

Displays how fast the archive disk space is consumed. If the value is
too high, you can reduce it by slowing the poll rate on selected tags
or data points or by increasing the filtering on the data (widening the
compression deadband to increase compression).

Messages Since Startup

Not applicable

Failed Writes

Displays the number of samples that failed to be written. Since failed
writes are a measure of system malfunctions or an indication of of-
fline archive problems, this value should be zero. If you observe a
non-zero value, investigate the cause of the problem and take cor-
rective action.

Historian also generates a message if a write fails. Note that the
message only appears once per tag, for a succession of failed writes
associated with that tag. For example, if the number displayed in this
field is 20, but they all pertain to one Historian tag, you will only re-
ceive one message until that Historian tag is functional again.

Est Days to Full (Days)

Displays how much time is left before the archive is full, based on
the current consumption rate. This value is dynamically calculated
by the server and becomes more accurate as an archive file gets
closer to completion. This value is only an estimate and will vary
based on a number of factors, including the current compression ef-
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Field

Description

fectiveness. The System sends messages notifying you at 5, 3, and 1
days until full. After the archive is full, a new archive must be created
(could be automatic).

To increase this value, you must reduce the consumption rate. To en-
sure that collection is not interrupted, make sure that the Automat-
ically Create Archives option is enabled in the Data Store Mainte-
nance section (under Global Options). You may also want to enable
the Overwrite Old Archives option if you have limited disk capacity.
Enabling overwrite, however, means that some old data will be lost
when new data overwrites the data in the oldest online archive. Use
this feature only when necessary.

Alerts Since Startup

Not applicable

The User Settings Subsection

Field

Description

Data Store State

The current state of the data store. The value in this field is Running
until you delete the data store.

Is System

Indicates whether this data store is the system data store.

o ™
Note:
By default, the Is System value of the system data store is
set to yes. You cannot set the Is System value of any histori-

cal data store to yes.
N /

Number of Tags

Displays the number of tags the data store contains.

Is Default (Yes/No)

Indicates whether the data store is the default store. Select Yes to

set this data store as default one.

Storage Type

Indicates whether the storage type is historical or SCADA buffer.

Description

The description of the data store.

The Data Store Options Section

This topic describes the fields in each subsection in the Data Store Options section.
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Archive Details | Data Store Detsits  Data Store Options | Global Options | Security | Alarms |
Auchive Creation
Sutomatically Create Archives (¢ Enabled  Disabled
Overvite 0d Archives " Enabled & Disabled
Default Size [MB) 100 BySize |
Maintenance
Default Archive Path [l: “Praoficy Historian D statdrchives\ __J
Default Backup Path [E “Proficy Historian D ata‘drchives', _l
Base Archive Mame |L! ser_|P-2UA3050GZC_sichive
Fiee Space Required [MB) (5000
Store OPC Qualiy " Ensbled & Disabled
Usze Caching (* Enabled 1 Disabled
Security
Data iz Fead-only After [Hows) |;.r44
Generate Message on Data Update ¢ Enabled f» Dizabled

The Archive Creation or the SCADA BufferSubsection

The Archive Creation subsection appears only if the data store type is historical. The SCADA Buffer
subsection appears only if the data store type is SCADA buffer.

Field Description
Automatically Create Identifies whether the server must automatically create an archive file when-
Archives ever the current archive file is full. The archive files are created in the default

path directory.

Note:

If you plan to create multiple archives at the same time, select the

Disabled option.
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Field

Description

Overwrite Old Archives

When enabled, the system replaces the oldest archived data with new data
when the default size has been reached. Since this action deletes historical
data, exercise caution in using this feature. We recommend that you back up
the archive using EFS so that you can restore it later.

o ™\
Note:
To create multiple archives at the same time, select the Disabled op-
tion. If both the Automatically Create Archives and Overwrite Old
Archives are enabled, set the ihArchiveFreeSpaceHardLimit parame-
ter to TRUE using the Historian APlIs.

- J
Default Size (MB) The default size of a newly created archive or the duration of a newly created
archive in days or hours. Select one of the following options:
« BySize: A new archive file is created after the current archive reaches
the default size. The recommended default archive size is at least 500
MB for systems with 1000 tags or more.
- Days: A new archive file is created after the number of days that you
specify in the Archive Duration field that will appear.
* Hours: A new archive file is created after the number of hours that you
specify in the Archive Duration field that will appear.
SCADA Buffer Duration | Indicates the maximum number of days you want to store the trend data. The
(Days) maximum number of days is 200.

Archive Duration (Days/
Hours)

Indicates the days or hours for which the duration of the archive is set.

The Maintenance Subsection

Field

Description

Default Archive Path

The folder path to store newly created archives.

Note:

We recommend not to use a period in the default archive path field. If

you do so, you will not be able to specify a default archive name.



https://docs.aws.amazon.com/efs/latest/ug/efs-backup-solutions.html
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Field

Description

Default Backup Path

Not applicable

Base Archive Name

A prefix that you want to add to all the archive files.

Free Space Required
(MB)

Indicates the remaining disk space required after a new archive is created. If
the available space is less than the requirement, a new archive is not created.
The default value is 5000 MB.

Store OPC Quality

Indicates whether to store the OPC data quality.

Note:

To create multiple archives at the same time, select the Disabled op-

tion.

Use Caching

Indicates whether caching must be enabled. When reading data from the
archiver, some data is saved in the system memory and retrieved using
caching. This results in faster retrieval as the data is already stored in the
buffer.

Note:

This option is not available for SCADA Buffer data stores.

The Security Subsection

Field

Description

Data is Read-only After
(Hours)

The number of hours for data to be stored in a read/write archive. After the
time lapses, that portion of the archive file is automatically made read-only.
Incoming data values with timestamps prior to this time are rejected. A sin-
gle archive file, therefore, may have a portion made read-only, another portion
that is read/write containing recently written data, and another that is unused

free space.

Note:

If an archive file is read-only, you cannot move the file in Windows

File Explorer. To be able to move a read-only archive file, you must
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Field Description

first remove the archive by selecting the file and selecting Remove in
the Archive Maintenance page.

Generate Message on Indicates whether an audit log entry will be made any time the value of a pre-
Data Update viously archived data point is overwritten. This log entry will contain both the

original and new values.

Note:

To create multiple archives at the same time, select the Disabled op-

tion. This option is not available for SCADA Buffer data store.

The Global Options Section

This topic describes the fields in each subsection in the Global Options section.

Data Queries

b aRirurm Query Time [zeconds) iE;D

Pl awimurn Quem Intersals ;1 00000
Memory/Becovery

Buffer Memarny Max [MEB] 11 0o
Archiver Memary Size [ME] ln

bk aintain Auto Becovery Files i~ Enabled {+ [izabled

Data Store

Default Data Store For Tag &dd 1User :j




The Data Queries Subsection
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Field

Description

Maximum | Specifies the maximum time that a data point or query can take before it is terminated.
Query Time | Use this setting to limit query time and provide balanced read access to the archiver. This

(seconds) |is applicable to all query types.

tais returned.

Maximum | Specifies the maximum number of samples per tag that Historian can return from a non-
Query In- | raw data query. Use this setting to throttle query results for non-raw data queries. This set-

tervals ting is not applicable to filtered data queries or raw data queries.

If the number of returned samples exceeds the value in this field, the query fails and no da-

The Memory/Recovery Subsection

Field

Description

Buffer Memory Max (MB)

The maximum memory buffer size that an archiver queue will use

before starting to use disk buffering. The default value is 100 MB.

e )

Note:

« You can monitor your collector data write queue us-
ing the Perftag_CollectorDataWriteQueueSize tag. If
you find that the queue is exceeding 10,000 items,
such as during a store and forward flush, change the
value of this field to 500 or more to maintain Histori-
an performance.

« If you are upgrading from a previous version of Histo-
rian, the value in this field remains the same. You can

change the value as needed.

- J

Archiver Memory Size (MB)

The target memory usage of the archive. The default value is 0,
which indicates the system will manage the memory usage. If the
archiver is running on a 32-bit operating system and you want to

keep more data in memory, you can enter a value up to 1800 MB. If
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Field Description

the archiver is running on a 64-bit operating system, we recommend
that you use the default value.

Maintain Auto Recovery Files Indicates whether high availability of the latest archive (.iha) and His-
torian configuration (.ihc) files must be enabled. When enabled, a

copy of the latest .iha and .ihc file is made once every hour.

- ™
Note:
These files are managed internally by Historian, and should
not be used as backup files. To create multiple archives at
the same time, select the Disabled option. By default, this
field is set to Disabled on a 64-bit operating system. On a
large-scale system, we recommend that you disable this op-

tion for better performance.
N J

The Data Store Subsection

Field Description

Default Data Store For | The name of the default data store to which you want to add tags.
Tag Add

The Security Section

This topic describes the fields in each subsection in the Security section
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Global Security

Secunty Groups

Enfaorce Strict Client Authentication {+ Enabled " Dizabled
Enfaorce Strict Collector Authentication % Enabled {~ Dizabled

Electronic Signatures / Hecords

* Uselocal Use Domain

Require Paint Yerfication

" Erabled i+ Dizabled

Werfication Meszage

“r'ou Are Attemnpti

o Perform An Audited Action. Pleasze Canfirm Your Usermame and - !

The Global Security Subsection

Field

Description

Security Groups

Indicates whether to use the local security groups or the domain security
groups.

- ™
Note:
To ensure a secure environment when using Historian, do not create
any local user accounts unless Historian is set up on a standalone

computer and the guest account is disabled.
- J

Enforce Strict Client Au-
thentication

Indicates whether to use strict client authentication. If you enable this option,
only clients using the security-token-based authentication protocol can con-
nect. Clients using Historian versions prior to 6.0 and other Proficy software
they connect to may not be able to connect unless they have the latest up-
dates for that version. If you disable this option, clients of any version can

connect if they use a valid user name and password.
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Field

Description

Enforce Strict Collector
Authentication

Indicates whether to use strict collector authentication. If you enable this op-
tion, only collectors using the security-token-based authentication protocol
can connect. Collectors using Historian versions prior to 6.0 and the other
Proficy software they connect to may not be able to connect unless they have
the latest updates for that version. If you disable this option, collectors of any

version can connect.

The Electronic Signatures / Records Subsection

The electronic signatures/records option assists users with government regulations such as the United
States Food and Drug Administration's (FDA) 21 CFR Part 11 regulation or any site interested in added

security by providing the ability to require a signature and password every time a change in data or

configuration is requested. If you did not purchase the Electronic Signatures and Electronic Records

option, the Electronic Signatures/Records field is disabled.

Field

Description

Require Point Verifica-

tion

Indicates whether you must enter identifying information whenever you at-
tempt a restricted action. Whenever you attempt to change the system con-
figuration (for the tag, archive, or collector), a tag value, or another record, you
must electronically sign the action with a username and password. If the user
is authorized to make this change, the identity of the person, the action per-

formed, and the time it was performed, are all recorded in the audit trail.

e )

Note:

- The audit features are not dependent on this feature being en-
abled. Historian audits all user actions regardless of whether
this option is enabled.

- If you plan to create multiple archives at the same time, select

the Disabled option.

- J

Enabling electronic signatures and electronic records also requires you to
reverify your identity when you use the Historian Excel add-in, modify or cre-

ate a tag, or import data.
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Field Description

Note:

This feature is available only if you have purchased the Electronic

Signatures and Electronic Records option.

Verification Message When point verification is enabled, you are prompted to enter the username
and password whenever you attempt to perform an action specified as requir-

ing point verification.

Managing Data Stores

About Data Stores

A data store is a logical collection of tags. It is used to store, organize, and manage tags according to the
data source and storage requirements. A data store can have multiple archive files (*.IHA), and includes

both logical and physical storage definitions.

Tags can be segregated into separate archives through the use of data stores. The primary use of data
stores is to segregate tags by data collection intervals. For example, you can put a name plate or static
tags where the value rarely changes into one data store, and your process tags into another data store.

This can improve query performance.

Historian data stores are stored as archive files that contain data gathered from all data sources during a

specific period of time. You can write and read data from the archive files.

You can define two types of data stores:

- Historical Data Store: Tags stored under historical data store will store data as long as the disk
space is available. Depending on your license, you may be able to create multiple historical data
stores. The maximum number of historical data stores supported depends on the license.

« SCADA Buffer Data Store: Tags stored under the SCADA buffer data store will store data for a
specific duration of time based on license.

When you install the Historian server, two historical data stores are installed by default.

- System: Stores performance tags. This is only for internal usage within Historian, and you cannot
add tags to this data store. You must not rename or delete the system data store.

« User: Stores tag data. This is a default data store. You can rename and delete a user data store as
long as there is another default data store set for tag addition.
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Based on your license, a SCADA Buffer data store may also be installed. It stores short-term tags and
data.

Create a Data Store

About this task

Depending on your license, you can create or add multiple data stores.

Procedure
1. Access Historian Administrator (on page 234).
2. Select DataStores.

Proficy HIS}EL'EHQH @Main  Flogs O Colectors | ©DotaStoes | € Messages  Help

Recerve Aate 7 [Eventz/Min]

: Aschive Compiession BT G Memoy

Wit Cache Hit I CocunptonRate 7 [MB/Day)
Fadad ‘Wiites 7 [Events) Histoeical Tags 28 Used of 1,000,000 Licensed)
Messages Since Statup 7 [Messages) SCADA Tags 010 Used of 2400 Licensad)
Aledts Since Staitup T [derts) Ugess 1 (15 Licenzed)
Caleulations [E rusblesd] Alaern Rate ¥ e Melin]
0 Server to Server [Enabled) Alarrns Snce Statup 7 [Abaems)
1 1 3 4 & & 7 & @ W Mant Scada Bulfer Duration 201 [Dag) Drata Stetes 4 [20 Licensed)

L rbuneseany
< >
£ Aleits W Show Alerts ™ Auto Refresh |
Timnestamp [ Topic | Megzage
£ >

3. Select Add Data Store.
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Proficy” Historian _
y DstaStores Marisnance BMain  FTaas © Collectors ) DataStores & Messages  /Help
BizRename Data Stote £ Add Data Store (i Add Mew Archive(s] wfestore an Archive from Backup
Data Stores Data Store Sefttings
— - Diata Store Detais IDda Showe me-nzl Global I:Im-mgl Cacurly | Alarme |
Aichives
Hame | Shaut Time [ Statistics
Archive Comgeesson
‘wiibe Cache Hit
Recene Aate 7 [Events/Min)
Fres Space 7 ME)
Consumption Fate 7 [MB/Day)
Message: Since Statup 7 Messages)
Fadad Wiltes 7 [Events]
Est Daws to Full 7 [Duays)
Alerlz Since Staitup 7 [dentz)
Details
Dista Store State Rurwning
& Syshem lsSystam
Humbet DF Tag: Murebes 0T age
Iz Chf andt " Yes " Mo
Storsge Type [Histerical Stoce ~|
Dezcrphon |Tm1
Add Tags | Update | Delete
The Add New Data Store window appears.
4. Enter values as described in the following table.
Field Description
Data Store Name Enter a unique name for the data store. The following charac-

ters are not allowed: /\ \ * 2 < > |

Default Data Store Select this check box to set this data store as the default one
for adding tags. A default data store is the one that is consid-
ered if you do not specify a data store while adding a tag. You

can set only one data store as default.

Description Enter a description for the data store.

5. Select OK.
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The data store is created.

When you add tags to the data store, it will have its own set of .IHA (iHistorian Archive) files.

Ensure that you back up the new data store archives periodically using EFS.

Rename a Data Store

Procedure
1. Access Historian Administrator (on page 234).

2. Select DataStores.

Proficy” Historian .

Recsive Aate 7 [Everiz/Min] .

\ Aachive Compression | oz |
Wite Cache Hi | ox |
Fadad \Wiites T [Events)
Messages Since Statup 7 [Messages)
Alests Since Slatup 7 [hderts)
Calculations [Enabled)

o Server to Server [Enabled)

1 2 3 4 & 8 7 @4 9 1

Max: Scada Buffer Duration 201 [Days)

B pataStoes

Served Memony
Consumption A ate
Histoeical Tags
SCADA Tags

Usess

Alaim Fate

Alairns Snce Startup

Dot Stoees

£ Messages  /Help

7 [MB/Dag]

8 (8 Usad of 1,000,000 Licensed)
010 Used of 2,400 Licensad)

115 Licensed)

T Az Min]

7 [Alasrn]

4[20 Licensed)

[~ Auto Rehesh |

|| ey

€3 Aleity

W Show Aderts

I Auto Refrazh |

Tienestamp [ Topic | Mezzage

3. In the Data Stores field, select the data store that you want to rename.
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— . About
Proficy” Historian , :
<y Dusstore Marisnance  ©Main  ¥Tags 9 Collectos I DotaStores €3 Messages (el
BnRename Data Store £ Add Data Store [ Add Hew Aschive[s] w Restore an Archive from Backup
[ Data Stores Data Store Settings
[ - |
—I] ‘ichive Detsts  Data Stote Detals | Dsta Stove Options | Global Options | Secusiy | Atsms |
Archives
Hame [ Stast Time [ Statizlica
o — I
Wits Cache e
Receve Aate 7 [EventsMin)
Fres Space 7 ME)
Consumption Fate 7 MB/Day)
Messages Since Startup 7 Messages)
Faded Wiiles 7 [Events)
Est Daws to Full 7 [Draps)
Alests Since Staitup 7 [Alers)
Detals
Disla Sioue State Rurring
Is Sysham IsSystam
Mumbes Of Tag: NureberOiT ags
[F T " Yes " No
Stoeage Type |Histeical Store Bl
Description |T ]
Add Tags ] Update | Delete

4. Select Rename Data Store.
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"yt . B
Proficy” Historian . y
Dustoe Martenance  OMain  WTags O Collectors @ DataStores € Mossages  DHelo
Bz Rename Data Stote £ Add Data Store (i Add Mew Archive(s] wfestore an Archive from Backup
Data Stores Data Store Settings
i " Dats Store Delads IDda Store Options | Global Dptions | Secuity | Alams |
Archives
Hame | Shaut Time [ Statistics
Aucive Congeesin I
Wiite Cache Hit
Recene Aate 7 [Events/Min)
Fres Space 7ME]
Consumpiion Fate 7 ME/Day)
Messages Since Slatup 7 Mettages)
Fadad Wiltes 7 [Evenis)
Est Diaws to Full 7 [Days)
Alerlz Since Staitup 7 [dentz)
Details
Diasts Stowe State Rurining
& Syshem lsSystam
Mumber Of Tags MumbeiQIiT age
I Diafauht  Yes " Mo
Storage Type [Histercal Stere =]
Descrption |Tm1
Add Tags | Update | Delete

The Rename New Data Store window appears.

5. In the New Data Store Name field, enter the new name. The following special characters cannot be
used in data store names: /\ \ * 2 < > |

6. Select Rename.
The data store is renamed.

Move a Tag to Another Data Store

About this task

You can move tags from one data store to another. However, moving a tag does not automatically move
the data associated with it. If you want to retrieve the data stored before the tag was moved, you have to
move the data manually using the migration utility tool.

Procedure
1. Access Historian Administrator (on page 234).
2. Select Tags.
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T - Ao
Proficy HIStONION g, [Frm] o cotimr Oosstios © ssems Dt

Recarve Aate 7 [Evantz/Min)

; Aschive Compression BT G Memory

‘Wiite Cache Hit B CovnptonFate 7 (MB/Day]
Faded \Wiites T [Ewents) Historical Tags & (8 Used of 1,000,000 Licenzed)
Messages Since Statup 7 [Messages) SCADA Tags D0 Used of 2.400 Licenzad)
Bleats Since Statup 7 [Bdertz) Users 115 Licensed)
Caleulations [Eriabled) Alsem Fate 7 katres Min)

- ) ) Server o Server [E nabled] Alams Since Statup 7 (Akem)

11 3 4 5 8 T 8 9 W0 MaxSecadsBuller Dursion 201 [Days) Dustas Steves 4 [20 Licersad)

i~ Collectors ™ Auto Fiefiesh

-~
W

€ Aleits W Show lerts I Ao _Retresh |
Tinestamg | Topic | Message
£ >

3. Select the tag that you want to move to a different data store.
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About
Proficy” Historian . ,
CY Tag Wain WMain  PTaos U Collectors @ DataStores € Messages  /Help
X, Search Historian. B2 Copy/Rename E-'Hld.lu. ﬂhdd.lﬁiuu. EPDefine. EDefing.
JTaq Databaze Tag Enumeiated Set User-Delinedl ypes
I ——)
Tags (1] 1 Tag: Tag322
T Colaction Compression | Calcul

I T:;gm GH‘MHI | sm| l Calculabon  Advanced |
Data Collection Options
Tire Assigned By [Cotector =l
Time Zone Biss [min] [0
Time Adustment | Do Not dpast For Sousce Time Difference = |
Data e I -
Security
Read Group | =
Wite Group I _:]
Adrmanister Group | =l
Audit
Last Modiied Maver
Modilied By

Debate
< >
Right Mouse For Addhonal Opbons
| ® UserDefined and Asay tags

4. Select Advanced.
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P Y : b
oficy HISOMAN | ase B o cotees Opssiom © Mo V1o
@, Search Historian_ BnCopy/Rename  §Add Tag  gJlAdd Tags From  E/Define EPDefine
Tag Databasze Tan Manually Collector Enumerated Set Uses-DefinedT ppes
Tags (1) Tag: Tag322
[:::;2“ Genesal| Collscion | Scaing| Compeession | Caicusiof  Advanced |
Data Collection Oplions
Times Assigned By |Edgg|g.| j
Time Zore Bias mn) [0
Time Adpastmert [Do Nt Advst For Source Tame Difterence <]
Dt Ste [—————
Security
Fread Giouwp | -
Wite Group | ;l
Admirigher Group | _vJ
Audit
Last Modfied Mewver
Modified By
Delete
€ >
Right Mouse For Addibonal Opbicns

* Uger-Deafined and Asay tags

5. In the Data Store field, select the data store to which you want to move the tag.
A message appears, asking you to confirm that the you want to move the tag.

6. Select Yes, and then select Update.
The tag has been moved. The new data for the tag will be stored in the new data store. However,
if you want to store the old data as well in the new data store, you must manually migrate the tag
data.

Delete a Data Store

About this task

You can delete a data store when it is no longer needed.

~

Note:

* You can only delete user data stores. You must not delete the system data store.
- If you have only one user data store, you cannot delete it.
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Before you begin
If there are any tags assigned to the data store, reassign them and manually move the data to another
data store.

Procedure
1. Access Historian Administrator (on page 234).

2. Select DataStores.

r— F About
Proficy” Historian . .
y Syetem Statistis WMain  ¥Tags T Collectors | @ DataStores | €3 Messages  7)Help
Receve Aate 7 [Everiz/Min] . )
" Aschive Compression 0% Serves Memory
Wiite Cache Hit BT ConoungtionFate 7 MB/Day)
Faded Wiite: 7 [Ewents) Histoeical Tags 38 Usad of 1,000,000 Licensed)
Messages Since Sladup 7 [Messages) SCADA Tag: D0 Usad of 2,400 Licensad)
Alests Since Starup 7 [Adests) Usens 115 Licensed)
Calculations [Erabled] Alsem Rt 7 Pk Min)
0 Serves lo Server [Enabled) Alserms Snce Startup 7 [Alama)
12 3 4 8§ 8 7T & 8 W MaxScadsBulfer Durstion 201 [Dags] [hata Stoves 4 [20 Licensed)
- [ Auto Refesh |
preznon | Ouwt Of Oider | Red
|l sy G4 DEV 1 1 -4 0
€ >
£ Alerts [+ Shiw Alarts I Ao _ Refesh |
Tinestamp | Teopie | Meszage
£ >

3. In the Data Stores field, select the data store that you want to delete.
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— . About
Proficy” Historian , .
<y Dusstore Marisnance  ©Main  ¥Tags 9 Collectos I DotaStores €3 Messages (el
BizRename Data Stote £ Add Data Store (i Add Mew Archive(s] wfestore an Archive from Backup
[ Data Stores Data Store Settings
[ - |
L —I] ‘ichive Detsts  Data Stote Detals | Dsta Stove Options | Global Options | Secusiy | Atsms |
Archives
Hame [ Stast Time: [ Statizlica
bucive Conpeesin .
Wits Cache He
Recene Aate 7 [EventsMin)
Fres Space 7 ME)
Consumption Fate 7 MB/Day)
Messages Since Startup 7 Messages)
FadadWites 7 [Events)
Est Daws to Full 7 [Draps)
Alests Since Staitup 7 [Alers)
Detals
Disla Sioue State Rurring
Is Sysham IsSystam
Mumbes Of Tag: NureberOiT ags
[F T " Yes " No
Stoeage Type |Histeical Store Bl
Description |T ]
Add Tags ] Update | Delete

4. Select Delete.
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PrOﬁcy Hls}ﬂl?rpmme BMgin  Plaas & Collectoss B DataStores € Messages  )Help

BizRename Data Stote £ Add Data Store (i Add Mew Archive(s] wfestore an Archive from Backup
Data Stores Data Store Settings
v
Dats Store Delads IDda Store Options | Global Dptions | Secuity | Alams |
Archives
Hame | Shaut Time [ Statizlica
[ — —CE—
‘wiibe Cache Hit
Recene Aate 7 [Events/Min)
Fres Space 7ME]
Consumpiion Fate 7 ME/Day)
Messages Since Slatup 7 Mettages)
Fadad Wiltes 7 [Evenis)
Est. Daws bo Ful 7 [Daps)
Alerlz Since Staitup 7 [dentz)
Details
Diasts Stowe State Rurining
& Syshem lsSystam
Mumnbes OF Tag: Murrber T ag:
I Diafauht  Yes " Mo
Storags Type [Histeneal Stere =]
Descrption |Tm1
Add Tags | Update | Delete

A message appears, asking you to confirm that you want to delete the data store.
5. Select Yes.
The data store is deleted.

Managing Archives

About Archives

Historian archives are data files, each of which contains data gathered from all data sources during a

specific period of time.
Types of Archive Files:

» machine name_Config.ihc: Contains information about the archiver, tag configuration, and collector
configuration.
- machine name_ArchiveXXX.iha: Contains tag data, where x is a number indicating the place of the

file in a time-based sequence.
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Creation of Archive Files Automatically

Archive files grow to a user-configured maximum size as data is recorded by the server. When data starts
loading into an archive file, Historian will automatically create a new blank archive file. When the current
archive file becomes full, Historian will immediately serve data to the newly created archive file. This

significantly reduces archive creation and transition time.

If, however, the option to automatically create archive files is not enabled, you must create an archive file

manually (on page 271).

! Important:

- If the option to automatically create an archive is not enabled and you do not create a new
archive manually, or if the available disk space is less than the required amount of free disk
space, a new archive file will not be created.

« Ensure that the number of archive files does not exceed 1024. Otherwise, the archiver
will crash. This is because 1024 is the default number of file descriptors a process can
open on Linux. We recommend that you create archive files daily or by size so that you can
monitor the number of archive files created.

Overriding Old Archive Files

If you enable the Overwrite Old Archives option, the system replaces the oldest archived data with new
data when the latest archive default size has been reached. Since this action deletes historical data,
exercise caution in using this feature. Be sure that you have a backup of the archive so that you can
restore it later. Best practice is to create an additional archive to prevent premature loss of data due to
overwriting. For example, if you want to save 12 months of data into 12 archives, create 13 archives.

During archiver startup and every 60 seconds while the server is running, Historian verifies that you have
configured enough free disk space to save the archives, buffer files, and log files. If there is insufficient
disk space, the Data Archiver shuts down and a message is logged into the log file. By default, you can
view the Historian archiver log file in C: \ H st ori an Dat a\ LogFi | es.

[03/03/10 15:28:41.398] Insufficient space available in [d:\Hi storian\Archives\]
[03/03/ 10 15:28:41.399] The server requires a mni numof [5000 MB] to continue
[03/03/ 10 15:28:41.679] USER DataArchiver TOPIC. ServiceControl MSG DataArchi ver (DataArchiver)
Archiver shutdown at 03/03/10 15:28:41. 653
[03/03/10 15:28:41.807] DataArchiver Service Stopped.

[03/03/10 15:28:41.809] [d:\Hi storian\LogFil es\DataArchiver-34.1o0g] C osed.
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Guidelines for Setting Archive Size

Since archived data files can become quite large, you must adjust system parameters carefully to limit
data collection to meaningful data only and thus minimize the required size of system storage. You can
allocate up to 256 GB per archive.

For each archive, you need approximately 1MB of archive space for every 1000 tags to store tag
information. Archive size is a function of the rate at which you archive data and the time period you want
the archive to cover. A typical user wants the archive to cover a time period of, say, 30 days.

The following factors affect the rate at which you archive data:

» Number of tags

« Polling frequency of each tag
» Compression settings

« Data types

Based on these parameters, the archive size is calculated as follows:

Vafue&x Tags Bytes Secondsx Hours MB _ MB

Value Howr  Day  Bytes B Day

#Tagsx x %Pass Compx

Tag  Secon

Calculating Archive Size
Suppose you want to store data, and you have the following parameters:

» Number of tags: 5000
« Polling rate: 1 value/5 seconds
» Pass compression: 5%.

Pass compression is the number of data values archived relative to the number of values read.

« Bytes/value: 4
* Duration: 30 days

Based on the preceding formula, for the given parameters, the archive size is calculated as follows:

1 1 5 4 3600 24 1 M5B
S000x —x —x—— x—x x—x——  x30=494
1 5 100 1 1 1 1024x1024 Month
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The calculation shows that a file size of 500 MB is adequate for archiving one month of data for this
application.

Therefore, we recommend that you set the default archive size to 500 MB for systems with 1000 tags or
more. If you believe the computed size is too large for your application, you can modify parameters as
follows:

« Decrease the polling frequency.
- Increase compression deadband, reducing the pass percentage.
 Reduce the number of tags.

« Add more disk capacity to your computer.

Archive Size Calculator

An archive size calculator tool is available to estimate archive size and collector compression based on
a tag that has already been configured or based on your inputs. Log on to http://digitalsupport.ge.com to
download this tool and other GE Intelligent Platforms freeware product solutions.

Create an Archive Automatically

About this task
When the current archive reaches a specified size or duration, you can configure Historian to create a new
archive automatically. You can also create an archive manually (on page 275). When the current archive

is full, the new one is used.
You can allocate maximum 256 GB for an archive.

Procedure
1. Access Historian Administrator (on page 234).

2. Select DataStores.


http://digitalsupport.ge.com
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3. Select Data Store Options.
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4. Enter values as described in the following table.
Field Description

Automatically Create Archives

Select Enabled.

! Important:

- If the option to automatically create an archive is
not enabled and you do not create a new archive
manually, or if the available disk space is less
than the required amount of free disk space, a
new archive file will not be created.

« Ensure that the number of archive files does not
exceed 1024. Otherwise, the archiver will crash.
This is because 1024 is the default number of

file descriptors a process can open on Linux. We
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Field

Description

recommend that you create archive files daily or

by size so that you can monitor the number of
archive files created.

Overwrite Old Archives

Specify whether you want to overwrite old archives with new
ones. Exercise caution in enabling this option. We recommend

that you back up archives if you want to enable this option.

Default Size

Enter the size of the current archive after which you want to cre-
ate a new archive. This field is available only if you have select-

ed By Size in the adjacent drop-down list box.

If, however, you want to create archives after a duration, select
Days or Hours, and then enter the value in the Archive Duration
field.

Archive Duration

Enter the duration after which you want to create a new archive.
This field is available only if you select Days or Hours in the ad-
jacent drop-down list box.

If, however, you want to create an archive when the current one
reaches a particular size, select By Size, and then enter the val-

ue in the Default Size field.

Default Archive Path Enter the path to the folder in which you want to store the
archive files.
Default Backup Path Not applicable. Use EFS to back up and restore archives.

Base Archive Name

Not applicable. Use EFS to back up and restore archives.

Free Space Required

Enter the free space that is required to create the archives.

Store OPC Quality

Specify whether you want to store OPC quality in the archive.

Use Caching

Specify whether you want to use caching in the archive.

Data is Read-Only After
(Hours)

Specify the duration, in hours, after which you want to archive to
be read-only.

Generate Message on Data
Update

Specify whether you want to generate a message when data is

updated in the archive.



https://docs.aws.amazon.com/efs/latest/ug/efs-backup-solutions.html
https://docs.aws.amazon.com/efs/latest/ug/efs-backup-solutions.html
https://docs.aws.amazon.com/efs/latest/ug/efs-backup-solutions.html
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5. Select Update.
Archives will be created automatically when the current one reaches the size (or after the duration)
that you have specified.

Create Archives Manually

Before you begin
If you want to create multiple archives at the same time, access Historian Administrator, and set values

for the following fields:

Field Value

The Details Section

File Attribute Read/Write

The Global Options Section

Maximum Query Time (seconds) 60
Maximum Query Intervals 100000
Automatically Create Archives Disabled
Overwrite Old Archives Enabled
Maintain Auto Recovery Files Enabled
Store OPC Quality Disabled

The Security section

Data is Readonly After (Hours) 1 month

Security Groups Use local

Generate Message on Data Update Disabled

Require Point Verification Disabled
About this task

This topic describes how to create archives manually. You can also create them automatically (on page
271). When the current archive is full, a new archive is used (in a sequential order).

You can create multiple archives at the same time.
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Procedure

1. Access Historian Administrator (on page 234).

2. Select DataStores.
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3. Select Add New Archive(s).
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The Add New Archive(s) window appears.
4. Enter values as described in the following table.
Field Description

Archive Name

Enter a unique name for the archives. The value must be the

same as the file name. When multiple archives are created, a

number is appended to the name to make each name unique

(and to maintain a sequence).

Data Store Select the data store in which you want to create the archives.

File Location Enter the path to the folder in which you want to store the
archives, or specify a UNC path.

EachArchive Size (MB) Enter the size, in MB, that you want to allocate to the archives.

Number of Archives Enter the number of archives you want to create.
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Field

Description

Important:

Ensure that the number of archive files does not ex-
ceed 1024. Otherwise, the archiver will crash. This is be-
cause 1024 is the default number of file descriptors a
process can open on Linux. We recommend that you
create archive files daily or by size so that you can mon-
itor the number of archive files created.

Allocate Space Specify the percentage of the disk space that you want to al-
locate for archives. As you increase the space, the number of

archives increases accordingly.

-

Note:

The Allocate Space field does not display a remote
machine's hard disk space; if you are creating multi-
ple archives on a remote machine, you must ignore the
“r;percentage of available disk space will be used” mes-
sage displayed by the Allocate Space slider.

J

5. Select OK.
The archives are created.

Managing Tags
About Tags

A Historian tag is used to store data related to a property.

For example, if you want to store the pressure, temperature, and other operating conditions of a boiler, a

tag will be created for each one in Historian.

When you collect data using a collector, tags are created automatically in Historian to store these values.

These tags are mapped with the corresponding properties in the source.
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For example, suppose you want to store 0S| Pl data in Historian. You will specify the OSI Pl tags for which
you want to collect data. The OSI PI collector creates the corresponding tags in Historian, and it stores the
values in those tags.

You can also choose to create tags manually.

About Collector and Archive Compression

Collector Compression

Collector compression applies a smoothing filter to data retrieved from the data source. By ignoring small
changes in values that fall within a deadband centered around the last reported value, only significant
changes are reported to the archiver. Fewer samples reported yields less work for the archiver and less

archive storage space used.

You can specify the deadband value. For convenience, if you enter a deadband percentage, Historian
Administrator shows the deadband in engineering units. For example, if you specify a 20% deadband on 0
to 500 EGU span, it is calculated and shown as 100 engineering units. If you later change the limits to 100
and 200, the 20% deadband is now calculated as 20 engineering units.

The deadband is centered around the last reported sample, not simply added to it or subtracted. If
your intent is to have a deadband of 1 unit between reported samples, you must enter a compression
deadband of 2 so that it is one to each side of the last reported sample. In the previous example of 0
to 500 EGU range, with a deadband of 20%, the deadband is 100 units; This means that only if the value
changes by more than 50 units, it is reported.

Changes in data quality from good to bad, or bad to good, automatically exceed collector compression
and are reported to the archiver. Any data that comes to the collector out of time order will also

automatically exceed collector compression.

It is possible for collected tags with no compression to appear in Historian as if the collector or archive
compression options are enabled. If collector compression occurs, you will notice an increase in the
percentage of the compression value in the Collectors section of the System Statistics page in Historian
Administrator. When archive compression occurs, you will notice the archive compression value and

status bar change on the System Statistics page.
For instructions on setting collector compression, refer to Access/Modify a Tag (on page 286).

Even if collector compression is not enabled, you may notice it in the following scenarios:
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- When a succession of bad data quality samples appears, Historian collects only the first sample
in the series. No new samples are collected until the data quality changes. Historian does not
collect the redundant bad data quality samples, and this is reflected in the collector compression
percentage.

« For a Calculation or Server-to-Server collector, when calculations fail, producing no results or bad
quality data, collector compression is used. The effect of Collector Compression Timeout is to
behave, for one poll cycle, as if the collector compression feature is not being used. The sample
collected from the data source is sent to the archiver. Then the compression is turned back on,
as configured, for the next poll cycle with new samples being compared to the value sent to the

archiver.

Handling Value Step Changes with Collector Data Compression

If you enable collector compression, the collector does not send values to the archiver any new input
values if the value remains within its compression deadband. Occasionally, after several sample intervals
inside the deadband, an input makes a rapid step change in value during a single sample interval. Since
there have been no new data points recorded for several intervals, an additional sample is stored one
interval before the step change with the last reported value to prevent this step change from being viewed
as a slow ramp in value. This value marks the end of the steady-state, non-changing value period, and
provides a data point from which to begin the step change in value.

Note:

You can configure individual tags can be configured to retrieve step value changes.

The collector uses an algorithm that views the size of the step change and the number of intervals since
the last reported value to determine if a marker value is needed. The following is an example of the

algorithm:

Bi ghbi f f =abs(H _EGU- LO_EGQU) * ( Conpr essi onDeadbandPer cent / (100. 0*2.0) ) *4. 0
If ( Collector Conpression is Enabled )

If ( Elapsed tine since LastReportedVal ue>=( Sanplelnterval * 5 ) )

If ( abs(CurrentVal ue-Last ReportedVal ue) > BigDiff )

Wite LastReportedVal ue, Ti mest anp=( Current Ti ne- Sanpl el nt erval )

In the example above, if a new value was not reported for at least the last 4 sample intervals, and the
new input value is at least 4 deltas away from the old value (where a single delta is equal to half of the

compression deadband), then a marker value is written.
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Note:
These settings are also adjustable from the Registry. Please contact technical support for more

information.

Value Spike with Collector Compression

For example, a collector reads a value X once per second, with a compression deadband of 1.0. If the
value of X'is 10.0 for a number of seconds starting at 0:00:00 and jumps to 20.0 at 0:00:10, the data
samples read would be:

Time X Value

0:00:00 10.0 (steady state value)

0:00:01 10.0

0:00:02 10.0

0:00:03 10.0

0:00:04 10.0

0:00:05 10.0

0:00:06 10.0

0:00:07 10.0

0:00:08 10.0

0:00:09 10.0

0:00:10 20.0 (new value after step change)

To increase efficiency, the straightforward compression would store only 2 of these 11 samples.

Time X Value

0:00:00 10.0 (steady state value)

0:00:10 20.0 (new value after step change)

However, without the marker value, if this data were to be put into a chart, it would look like the data value
ramped over 10 seconds from a value of 10.0 to 20.0, as shown in the following chart.


https://digitalsupport.ge.com/
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The addition of a marker value to the data being stored results in the following data values:

Time X Value
0:00:00 10.0 (steady state value)
0:00:09 10.0 (inserted Marker value)
0:00:10 20.0 (new value after step change)

If you chart this data, the resulting trend accurately reflects the raw data and likely real world values
during the time period as shown in the following chart.
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Evaluating and Controlling Data Compression

You can achieve optimum performance in Historian by carefully controlling the volume of dynamic data it
collects and archives. You need enough information to tell you how the process is running, but you do not
need to collect and store redundant or non-varying data values that provide no useful information.

Control Data Flow

You can control the amount of online or dynamic data the system handles at a given time by adjusting
certain system parameters. The general principle is to control the flow of data into the archive either by
adjusting the rate at which the collectors gather data or by adjusting the degree of filtering (compression)

the system applies to the data collected.

Adjust the following parameters to reduce the rate of data flow into the server.

- Reduce the polling rate by increasing the collection interval for unsolicited and polled collection.
« Enable collector compression and optionally use compression timeout.
« Set the compression deadband on the collectors to a wider value.

« Use the collector compression timeout.

Adjust the following parameters to increase the filtering applied by the archiver in the server.
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« Enable archive (trend) compression.

« Set the archive compression deadband to a wider value.

- Where possible, use the scaled data type and enable input scaling on selected tags.

- Where possible, select milliseconds or microseconds rather than seconds for time resolution.
Seconds is optimum for most common devices. This affects disk space.

Evaluate Data Compression Performance

You can determine how effectively data compression is functioning at any given time by examining the
system statistics displayed on the System Statistics page of Historian Administrator.

The compression field at the top of the page shows the current effect of archive compression. Values for
this parameter should typically range from 0 to 9%. If the value is zero, it indicates that compression is
either ineffective or turned off. If it shows a value other than zero, it indicates that archive compression is
operating and effective. The value itself indicates how well it is functioning. To increase the effect of data
compression, increase the value of archive compression deadband so that compression becomes more

active.

Archive Compression

Archive compression is used to reduce the number of samples stored when data values for a tag form a
straight line in any direction. For a horizontal line (non-changing value), the behavior is similar to collector
compression. But, in archive compression, it is not the values that are being compared to a deadband,
but the slope of line those values produce when plotted value against time. Archive compression logic

is executed in the data archiver and, therefore, can be applied to tags populated by methods other than

collectors.

You can use archive compression on tags where data is being added to a tag by migration. Each time the
archiver receives a new value for a tag, the archiver computes a line between this incoming data point and

the last archived value.

The deadband is calculated as a tolerance centered about the slope of this line. The slope is tested to

see if it falls within the deadband tolerance calculated for the previous point. If the new point does not
exceed the tolerance, it is not stored in the archive. This process repeats with subsequent points. When
an incoming value exceeds the tolerance, the value held by the archiver is written to disk and the incoming

sample is withheld.

The effect of the archive compression timeout is that the incoming sample is automatically considered to
have exceeded compression. The withheld sample is archived to disk and the incoming sample becomes

the new withheld sample. If the Archive Compression value on the System Statistics page indicates that
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archive compression is occurring, and you did not enable archive compression for the tags, the reason

could be because of internal statistics tags with archive compression enabled.

For instructions on setting archive compression, refer to Access/Modify a Tag (on page 286).

About Scaling

Scaling converts a data value from a raw value expressed in an arbitrary range of units, such as a number
of counts, to one in engineering units, such as gallons per minute or pounds per square inch. The scaled
data type can serve as a third form of data compression, in addition to collector compression and archive
compression, if it converts a data value from a data type that uses a large number of bytes to one that
uses fewer bytes.

For instructions on setting the scaling parameters, refer to Access/Modify a Tag (on page 286).

About Condition-Based Collection

Condition based collection is a method to control the storage of data for data tags by assigning a
condition. Data is always collected but it is only written to the Data Archiver if the condition is true;
otherwise, the collected data is discarded.

This condition is driven by a trigger tag; a tag collected by the collector evaluating the condition. Ideally,
Condition based Collection should be used only with tags that are updating faster than the trigger tag.
Condition based collection can be used to archive only the specific data which is required for analysis,
rather than archiving data at all times, as the collector is running.

For example, if a collector has tags for multiple pieces of equipment, you can stop collection of tags for
one piece of equipment during its maintenance. It is typically used on tags that use fast polled collection
but you don't want to use collector compression. While the equipment is running, you want all the data but
when the equipment is stopped, you don't want any data stored. The trigger tag would also typically use

polled collection. But, either tag could use unsolicited collection.

The condition is evaluated every time data is collected for the data tag. When a data sample is collected,
the condition is evaluated and data is either queued for sending to archiver, or discarded. If the condition
cannot be evaluated as true or false, like if the trigger tag contains a bad data quality or the collector is

not collecting the trigger tag, the condition is considered true and the data is queued for sending.

No specific processing occurs when the condition becomes true or false. If the condition becomes true,
no sample is stored to the data tag using that condition, but the data tag will store a sample next time it
collects. When the condition becomes false, no end of the collection marker is stored until the data tag is

collected.
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For example, if the condition becomes false at 1:15 and the data tag gets collected at 1:20, the end of

collection marker will be created at 1:20 and have a timestamp of 1:20, not 1:15.

Condition based collection is supported by only archiver and collectors of Historian version 4.5 and
above. Condition based collection does not apply to alarm collectors. This condition based collection is

applicable to the following collectors only:

« Simulation Collector
* OPC Collector

« iFIX Collector

« PI Collector

For instructions on setting the condition-based collection, refer to Access/Modify a Tag (on page 286).

Access/Modify a Tag

Before you begin
T modify a tag, you must be a member of the administrator's group with tag-level security (that is, the iH

Security Admins or the iH Tag Admins group).

About this task
Using Historian Administrator, you can access a list of tags in the Historian database by their name,

description, or both.
g ™

Note:

By default, maximum one million tags are retrieved. If the Historian clients are configured to

retrieve more than a million tags, to retrieve all of them, add the MaxTagsToRet ri eve registry key
under HKEY_LOCAL_MACHI NE\ SOFTWARE\ I nt el I uti on, Inc.\iH storian\Services
\ Dat aAr chi ver\, and then set the maximum number of tags that you want to retrieve. Restart

the Historian Data Archiver service for the change to reflect.
N /

Procedure
1. Access Historian Administrator (on page 234).

2. Select Tags.
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3. Select Search Historian Tag Database.
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The Search Historian Tag Database window appears.
4. Enter values in the available fields to search for the tag, and then select OK. You can use the
wildcard character asterisk (*).
A list of tags that meet the search criteria appear in the Tags section.
5. Right-click the Tags section, and then select one of the following values:
- View By TagName: Select this option to view only the names of the tags.
- View By Description: Select this option to view only the descriptions of the tags.
- View Tagname and Description: Select this option to view both the names and descriptions
of the tags.
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6. As needed, modify values as described in the following tables, and then select Update.

Table 32. The General Section

Field Description
Description The description of the tag.
EGU Description The engineering units assigned to the tag.
Comment Comments that apply to the tag.
StepValue Indicates that the actual measured value changes in a sharp step in-

stead of a smooth linear interpolation. This option is applicable only for
numeric data. Enabling this option only affects data retrieval; it has no
effect on data collection or storage.

Spare Configuration | The Spare 1 through Spare 5 fields list any configuration information

stored in these fields.
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Field

Description

(L )
Note:
Do not add or update the spare configurations as the data may
get corrupted or overwritten. For example, the Spare 5 field is

used by the Server-to-Server collector for internal purposes.
- J

Table 33. The Collection

Section

Field

Description

Collector

The name of the collector that collects data for the selected tag.

Source Address

The address for the tag in the data source. Leave this field blank for tags

associated with the Calculation or Server-to-Server collector.

For Python Expression tags, this field contains the full applicable JSON
configuration, which includes an indication of the source address.

o ™\
Note:
When exporting or importing tags using the EXCEL Add-In, the
Calculation column, not the SourceAddress column, holds the
formulas for tags associated with the Calculation or Server-to-

Server collector.
o J

Data Type

The data type of the tag.

The main use of the scaled data type is to save space, but this results in
a loss of precision. Instead of using 4 bytes of data, it only uses 2 bytes
by storing the data as a percentage of the EGU limit. Changing the EGU
limits will result in a change in the values that are displayed. For exam-
ple, if the original EGU values were 0 to 100 and a value of 20 was stored
using the scaled data type and if the EGUs are changed to 0 to 200, the
original value of 20 will be represented as 40.

o ™\
Note:
If you change the data type of an existing tag between a nu-
meric and a string or binary data type (and vice versa), the tag's

compression and scaling settings will be lost.
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Field

Description

Data Length

The number of bytes for a fixed string data type. This field is enabled on-
ly for fixed string data types.

Is Array Tag

Not applicable

Collection

Indicates whether data collection is enable or disable for the tag. If you
disable collection for the tag, Historian stops collecting data for the tag,

but does not delete the tag or its data.

Collection Type

The type of data collection used for this tag, which can be polled or
unsolicited. Polled means that the data collector requests data from
the data source at the collection interval specified in the polling sched-
ule. Unsolicited means that the data source sends data to the collector
whenever necessary (independent of the data collector polling sched-

ule).

Collection Interval

The time interval between readings of data from this tag. With Unsolicit-
ed Collection Type, this field defines the minimum interval at which un-
solicited data should be sent by the data source.

Collection Offset

Used with the collection interval to schedule collection of data from a
tag. For example, to collect a value for a tag every hour at thirty minutes
past the hour (12:30, 1:30, 2:30, and so on), enter a collection interval of
1 hour and an offset of 30 minutes. Similarly, to collect a value each day
at 8am, enter a collection interval of 1 day and an offset of 8 hours.

o ™\
Note:
If you enter a value in milliseconds, the value must be in inter-
vals of 1000 ms. For example, 1000, 2000, and 3000 ms are
valid values, but 500 and 1500 ms are invalid. The minimum val-

ue is 1000 ms.
- /

Time Resolution

The precision for timestamps, which can be either seconds, millisec-

onds or microseconds.

Condition-Based

Indicates whether condition-based data collection (on page 285) is en-
abled.

Trigger Tag

The name of the trigger tag used in the condition.
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Field

Description

Comparison

The comparison operator that you want to use in the condition. Select
one of the following options:

« Undefined: Collection will resume only when the value of the trig-
gered tag changes. This is considered an incomplete configura-
tion, so condition-based collection is turned off and all the col-
lected data is sent to archiver.

« < =: Setting condition as trigger tag value less than or equal to the
compare value.

- > = Setting condition as trigger tag value greater than or equal to
the compare value.

« <: Setting condition as trigger tag value less than the compare
value.

« >: Setting condition as trigger tag value greater than the compare
value.

- =: Setting condition as trigger tag value equals compare value.

- I=: Setting condition as trigger tag value not the same as com-
pare value.

Compare Value

A target value that you want to compare with the value of the trigger
tag. If using = and != comparison parameters, ensure that the format of
the compared value and triggered tag are the same. For example, for

a float type trigger tag, the compare value must be a float value; other-
wise, the condition result is an invalid configuration. When the config-
uration is invalid, condition-based collection is disabled and all data is

sent to archiver.

End of Collection
Markers

Indicates whether end-of-collection markers are enabled. This will mark
all the tag's values as bad, and sub-quality as ConditionCollectionHalted
when the condition becomes false. Trending and reporting applications
can use this information to indicate that the real-world value was un-
known after this time until the condition becomes true and a new sam-
ple is collected. If disabled, a bad data marker is not inserted when the

condition becomes false.




Table 34. The Scaling Section

Cloud Historian | 9 - Using Historian Administrator | 293

Field

Description

Hi Engineering Units

The current value of the upper range limit of the span for this
tag.

Engineering Hi and Lo are retrieved automatically for F_CV fields
for iFIX tags; all others are left at default settings. When adding
tags from the server using an OPC Collector, the OPC Collec-

tor queries the server for the EGU units and EGU Hi/Lo limits.
Not all OPC Servers make this information available, howev-

er. Therefore, if the server does not provide the limits when re-
quested to do so, the collector automatically assigns an EGU
range of 0 to 10,000.

Lo Engineering Units

The current value of the lower range limit of the span for this

tag.

Input Scaling

Indicates whether input scaling is enabled, which converts an in-
put data point to an engineering units value.

For example, to rescale and save a 0 - 4096 input value to a
scaled range of 0 - 100, enter 0 and 4096 as the low and high in-
put scale values and 0 and 100 as the low and high engineering
units values, respectively.

If a data point exceeds the high or low end of the input scaling
range, Historian logs a bad data quality point with a ScaledOut-
OfRange subquality. In the previous example, if your input data
is less than 0, or greater than 4096, Historian records a bad data
quality for the data point.

OPC Servers and TRUE Values: Some OPC servers return a
TRUE value as -1. If your OPC server is returning TRUE values as
-1, modify the following scaling settings in the Tag Maintenance
page of Historian Administrator:

H Engineering Units = 0
Lo Engineering Units =1

H Scale Value = 0
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Field

Description

Lo Scale Value = - 1

I nput Scal ing = Enabl ed

Hi Scale Value

The upper limit of the span of the input value.

Lo Scale Value

The lower limit of the span of the input value.

Table 35. The Compression Section

Field

Description

Collector Compres-

sion

Indicates whether collector compression (on page 279) is enabled.

Collector Deadband

The current value of the compression deadband. This value can be com-
puted as a percent of the span, centered around the data value or given
as an absolute range around the data value.

o ™\
Note:
Some OPC servers add and subtract the whole deadband value
from the last data value. This effectively doubles the magnitude
of the deadband compared to other OPC servers. To determine
how your specific server handles deadband, refer to the docu-

mentation of your OPC server.
N J

Example:

Suppose the engineering units are 0 to 200. Suppose the deadband val-
ue is 10%, which is 20 units. If the deadband value is 10% and the last re-
ported value is 50, the value will be reported when the current value ex-
ceeds 50 + 10 = 60 or is less than 50 - 10 = 40. Note that the deadband
(20 units) is split around the last data value (10 on either side.)

Alternatively, you could specify an absolute deadband of 5. In this in-
stance, if the last value was 50, a new data sample will be reported when
the current value exceeds 55 or drops below 45.

If compression is enabled and the deadband is set to zero, the collector
ignores data values that do not change and records any that do change.
If you set the deadband to a non-zero value, the collector records any
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Field Description

value that lies outside the deadband. If the value changes drastically, a
pre-spike point may be inserted. For information, refer to Enable Spike
Logic (on page 342).

Engineering Unit Converts the deadband percentage into engineering units and displays
the result. This value establishes the deadband range that is centered

around the new value.

This field represents a calculated number created to give an idea of how
large a deadband you are creating in engineering units. The deadband is
entered in percentage and Historian converts the percentage in to engi-

neering units.

Collector Compres- Indicates the maximum amount of time the collector will wait between
sion Timeout sending samples for a tag to the archiver. This time is maintained per
tag, as different tags report to the archiver at different times.

For polled tags, this value should be in multiples of your collection in-
terval. After the timeout value is exceeded, the tag stores a value at the
next scheduled collection interval, and not when the timeout occurred.
For example, if you have a 10-second collection interval, a 1-minute
compression timeout, and a collection that started at 2:14:00, if the val-
ue has not changed, the value is logged at 2:15:10 and not at 2:15:00.

For unsolicited tags, a value is guaranteed in, at most, twice the com-
pression timeout interval.

A non-changing value is logged on each compression timeout. For ex-
ample, an unsolicited tag with a 1-second collection interval and a 30-
second compression timeout is stored every 30 seconds.

A changing value for the same tag may have up to 60 seconds between
raw samples. In this case, if the value changes after 10 seconds, then
that value is stored, but the value at 30 seconds (if unchanged) will not
be stored. The value at 60 seconds will be stored. This leaves a gap of
50 seconds between raw samples which is less than 60 seconds.

Compression timeout is supported in all collectors except the Pl collec-

tor.
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Field

Description

Archive Compression

Indicates whether archive compression (on page 279) is enabled. If
enabled, Historian applies the archive deadband settings against all re-
ported data from the collector.

Archive Deadband

The current value of the archive deadband, expressed as a percent of
span or an absolute number.

Engineering Unit

Converts the deadband percentage into engineering units and displays
the result. This value establishes the deadband range that is centered

around the new value.

Archive Compression
Timeout

The maximum amount of time from the last stored point before anoth-
er point is stored, if the value does not exceed the archive compression
deadband.

The data archiver treats the incoming sample after the timeout occurs
as if it exceeded compression. It then stores the pending sample.

Table 36. The Advanced

Section

Field

Description

Time Assigned By

The source of the timestamp for a data value is either the collector or
the data source.

All tags, by default, have their time assigned by the collector. When you
configure a tag for a polled collection rate, the tag is updated based on
the collection interval. For example, if you set the collection interval to
5 seconds with no compression, then the archive will be updated with a
new data point and timestamp every 5 seconds, even if the value is not
changing.

However, if you set the Time Assigned By field to Source for the same
tag, the archive only updates when the device timestamp changes. For
example, if the poll time is still 5 seconds, but if the timestamp on the
device does not change for 10 minutes, no new data will be added to the

archive for 10 minutes.

Note:

This field is disabled for Calculation and Server-to-Server tags.
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Field

Description

Time Zone Bias

The number of minutes from GMT that should be used to translate time-
stamps when retrieving data from this tag. For example, the time zone
bias for Eastern Standard time is -300 minutes (GMT-5).

This field is not used during collection. Use this option if a particular tag
requires a time zone adjustment during retrieval other than the client

or server time zone. For example, you could retrieve data for two tags
with different time zones by using the tag time zone selection in the iFIX
chart.

Time Adjustment

If the Server-to-Server collector is not running on the source computer,
select the Adjust for Source Time Difference option to compensate for
the time difference between the source archiver computer and the col-

lector computer.

Note:

This field only applies to tags associated with the Server-to-

Server collector that use a polled collection type.

Data Store Displays the data store to which the tag belongs.
Read Group The Windows security group assigned to the selected tag.
Write Group The Windows security group assigned to the selected tag.

Administer Group

The Windows security group assigned to the selected tag.

Last Modified

The date the last tag parameter modification was made.

Modified By

The name of the person who last modified the tag configuration para-
meters.

Add Tags from Source

Before you begin

« Ensure that you are a member of the administrator's group with tag-level security (that is, the iH

Security Admins or the iH Tag Admins group).

- Create a collector instance (on page 60) using which you want to browse the source for tags.
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About this task
This topic describes how to browse for source tags and add them to Historian. These tags are then

created automatically in the Historian database. You can also create tags manually (on page 307).

Procedure
1. Access Historian Administrator (on page 234).
2. Select Tags.
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Receve Aate 7 [Everiz/Min] . )
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Alests Since Starup 7 [Adests) Usens 115 Licensed)
Calculations [Erabled] Alsem Rt 7 Pk Min)
0 Serves lo Server [Enabled) Alserms Snce Startup 7 [Alama)
12 3 4 8§ 8 7T & 8 W MaxScadsBulfer Durstion 201 [Dags] [hata Stoves 4 [20 Licensed)
- [ Auto Refesh |
preznon | Ouwt Of Oider | Red
|l sy G4 DEV 1 1 -4 0
€ >
£ Alerts [+ Shiw Alarts I Ao _ Refesh |
Tinestamp | Teopie | Meszage
£ >

3. Select Add Tags from Collector.
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= : fAbout
Proficy” Historian _ )
LY Tl WMain  PIags ¥ Collectrs @ DataStores € Messages  I)Help
2, Search Historian EnCopy/Mename. & Add Tag
Taq Database Tag Manually
Tags (1) Tag: Tag322
[ TagName (Gorarall . ) —
TegdZ2 | beneral | Il:olettm|$¢aiu||:u'rﬁesmn| ke
Description
D escrphon |
EGU Descrption |
Comment
Steph alue ™ Enabded * Diabled
Spare Configuration
Spare 1 |
Spare 2 [
Space 3 |
Spae 4 |
Spae 5 |
Delete
< >
Right Mouse For Additional Options
* User-Defined and Anay Lags

The Add Multiple Tags from Collector window appears.
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dd Multiple Tags From Collector i E|
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EVEREST. Simulation0001 5
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SelectAl | Unselectal || AddSelectedTags | Hep | Cocel |

4. Enter values as described in the following table.

Field Description

Collector Select the collector instance using which you want to browse
the source for tags.

Show Only Specify whether you want to see all tags or only the ones that
have not been added yet.

Source Tag Name Enter the string to narrow down the search results based on the

tag name. You can use wildcard characters.

Description Enter the string to narrow down the search results based on the

tag description. You can use wildcard characters.

5. Select Browse.
A list of tags based on the search criteria appear.
6. Select the tags that you want to add to Historian.
- Select a single tag by selecting the name of the tag.

« Select multiple tags by pressing the Control key and selecting the tags.
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- Select a contiguous group by pressing the Shift key and selecting the first and last tag of the
group.
- Select all tags by selecting Select All.
7. Select Add Selected Tags.
The selected tags are added to the Historian database.

Create a Tag Manually

Before you begin
You must be a member of the administrator's group with tag-level security (that is, the iH Security Admins

or the iH Tag Admins group).

About this task
This topic describes how to create a tag manually. You can also add tags from source (on page 297);

these tags are then automatically created in the Historian database.

Whenever you add tags, delete tags, or modify certain tag properties, the following collectors reload only

the modified tags without restarting the collectors.

 OPC Collector

« iFIX Collector

« Simulation Collector

« Server-to-Server Collector
« OSI PI Collector

- OSI PI Distributor

The dynamic collector update feature ensures that any modifications to the tag configuration do not
affect all the tags in a collector. Tags that stop data collection may record zero data and bad quality
without restarting the collector. Tags that do not stop data collection do not record bad data samples to

the collection.

By default, the On-line Tag Configuration Changes option is enabled, which allows a tag to stop and restart
data collection without restarting the collector. If you disable the On-line Tag Configuration Changes
option, any changes you make to the tags do not affect collection until after you restart the collector.

To enable or disable the On-line Tag Configuration Changes option, select Advanced on the Collector

Maintenance page.

To restart the collector you must stop and start the collector service or executable. Restarting the
collector stops and restarts the tag(s) collection and may record bad data samples to the collection.
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All the collector configuration changes done within a 30 second time frame are batched up together. To
collect the modified data faster, update/modify a small set of tags at a time.

Note:

When updating large sets of tags at the same time, best practice is to disable the On-line Tag

Configuration Changes option and restart the collector after modification.

Procedure
1. Access Historian Administrator (on page 234).

2. Select Tags.
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Alests Since Startup 7 iderts) Useas 1115 Licensed)
Calculations [Enabled) Adasin Fate 7 (AbaimzMin)
0 Server 1o Server [Enabled) Alams Snce Statup 7 [Alaima)
1 2 ¥ 4 5 8 7T 8 & 10 MaxScadsBulfer Dursbion 201 [Days] Dot Stoees 420 Licensed)
ok ™ Auo Fehesh |
SANJAVADEY Sordation Unknown SANIAVADEY
€ >
7 Aleits [+ Shiow Alarts ™ Ao _ Redrazh |
Timastaenp | Topic | Mezzage
£ >

3. Select Add Tag Manually.
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Modified By
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- »
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® UserDefined and Asay tags

The Add Tag Manually window appears.

4. Enter values as described in the following table.

Field

Description

Collector Name

Select the collector using which you want to collect data for the

tag.
Source Address Enter the source address for the tag.
Tag Name Enter a unique name for the tag.
Data Store Select the data store in which you want to store the tag data.
Data Type Select the data type of the tag data.
Is Array Tag Not applicable
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Field Description

Time Resolution Select the duration at which you want to collect data for the tag.
For example, if you select Seconds, data is collected every sec-

ond.

o ™
Note:
If you add a tag for a Server-to-Server collector, set the Time Adjustment field for the tag to
Adjust for Source Time Difference after you add the tag. This field is available under Tags

> Advanced. This is applicable only for polled data collection.
- J

5. Select OK.
The tag is created.

Copy a Tag

Before you begin
You must be a member of the administrator's group with tag-level security (that is, the iH Security Admins

or the iH Tag Admins group).

Procedure
1. Access Historian Administrator (on page 234).
2. Select Tags.
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3. Select the tag that you want to copy.
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4. Select Copy/Rename Tag.
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® UserDefined and Asay tags

The Copy/RenameTag window appears.
5. Select Copy.
6. Enter a new tag name.
7. Select OK.

The tag is copied.

Rename a Tag

Before you begin
* You must be a member of the administrator's group with tag-level security (that is, the iH Security
Admins or the iH Tag Admins group).

- If you want to rename a tag permanently, to avoid loss of data, stop the collector instance.

About this task

When you rename a tag, you can choose between the following options:
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* Rename using an alias: In this case, the old name is called the tag alias. You can retrieve tag data
using the tag alias as well. When you copy a tag, the tag alias is captured as well to aid in an audit
trail.

« Rename permanently: In this case, the old name is no longer captured. Therefore, you can create
another tag with this old name. You cannot store and forward data using the old name. This

implies that data for the tag is collected separately for the new name.

Procedure
1. Access Historian Administrator (on page 234).
2. Select Tags.
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3. Select the tag that you want to rename.
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4. Select Copy/Rename Tag .
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The Copy/RenameTag window appears.

5. If you want to rename the tag using an alias, select Rename (Alias). If you want to rename the tag
permanently, select Permanent Rename.
6. Select OK.

What to do next

If you have renamed the tag permanently:
- If the tag is used as a trigger, reassign the trigger.
* Restart the collector instance.

View Tag Trends and Raw Data

About this task

This topic describes how to access the trend chart of tag data. Note that the tag trend should not be used
for detailed data.
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Procedure
1. Access Historian Administrator (on page 234).

2. Select Tags.
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i Auchive Compression | oz |
Wiike Cache Hil | 0x |
Fadad ‘Wiitas T [Events)
Messages Since Statup 7 [Messages)
Alests Since Startup T [Alertz)
Caleulations [E rablesd)
o Server o Server [E nabled)

About

Bl DataStores € Messages  }/Help
Served Memony
Corsumption Flate 7 IMB/Day]
Historical Tags (8 Usad of 1,000,000 Licenzead)
SCADA Tags 00 Used of 2.400 Licensad)
Ugess 115 Licensed)
Alasn Rate 7 pakaermesMin)
Al Since Statup 7 [Alame)
Dot Stoees 4 [20 Licensed)

I~ Auto Refresh |

SAM-LAVADEY Soradation

|| e

-~

W Show Alerts [ Auto Refresh |

[Hnnap

3. Right-click the tag whose trend chart you want to access, and then select Trend.
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Proficy HIE}EF!UH WMain  Wlags U Collectos D DotaStores 40 Messages ' )Help
Q istori. amﬁnam
fbfee  Ofguloes  Glls  SMlmis e
- Tagz (1) Tag: Tag322
Tag Name | General M]sm]mlmlml
[V View By Tagname ala Source
View By Description olector | SYSTEM4_iFIX =l
Select All saTipe | Single Float =l
Unselect All wmerated SetHame | =
[~ Is Amay Tag
... ——
Lot 10 Valoes ollection &+ Enabled " Disabled
colection Type [Poted =
Collection Interval [5 [Seconds |
Collection Difset [o [Seconds |
Time Reschution [Secands =l
Condition Based Collection
Condition Based " Enabled (¥ Dizabled
Trigger Tag [ =
Compatison I. -I
Compare Yalue |
< End of Collection Markers  (# Enabled " Disabled
Right Mouse For Additional Options
-31 mu.ﬂ”*w Update ] Dielete

The trend chart of the tag values appears.

Historian Tremnd
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( Note: )

To change the criteria, select Criteria, and then enter values as described in the following

table.
Field Description
Start Time Select the start time of the trend chart.
End Time Select the end time of the trend chart.
Sampling Select the data type that you want to use.
Interval Enter the interval at which you want to plot the tag data.
Criteria Strings Enter the sampling mode, calculation mode, and/or query

modifiers. Query modifiers are used to specify various
ways of retrieving data from Historian. For example, you
can request raw data with good quality only by specifying
the criteria string as: RAVBYTI ME#ONLYGOOD. The sampling
mode specified with criteria strings takes precedence over
the mode specified in the Sampling field.

You can also scroll back and forth on the x-axis time scale by selecting on the single and

double left and right arrows at the bottom of the page.
- J

View the Last 10 Raw Values of a Tag

Procedure
1. Access Historian Administrator (on page 234).

2. Select Tags.
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T - Ao
Proficy HIStONION g, [Frm] o cotimr Oosstios © ssems Dt

Recarve Aate 7 [Evantz/Min)

; Aschive Compression BT G Memory

‘Wiite Cache Hit B CovnptonFate 7 (MB/Day]
Faded Wiites 7 [Events) Historical Tags 88 Used of 1,000,000 Licensed)
Messages Since Statup T Messaget] SCADA Tag: 00 zed of 2400 Lizensad)
Alests Since Starup 7 [Alertz) Wgess 115 Licensed)
Caleulstions [Erabled) Alaern Flate 7 Al Min)
Server to Server [Enabled) Alams Since Statup 7 [Adaems)

12 3 4 5 8 7 @ 8 W MaxScadsBulfer Durstion 207 [Dag] Dists Sheves 420 Licensad)

-~
W

7 Alerts W Show Adarts I Ao _ Refreh |
Tinestamp |Iupit [Hmap
< >

3. Right-click the tag whose last 10 values you want to access, and then select Last 10 Values.
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Ta— - Al
Proficy” Historian _ c
Cy e TwMain ~ FTags % Collectors ) DataStores 4 Messages ) Help
Q Seach Histosian. ~ @nCopy/Rename B Add Tag  EJAdd Tags From  EJDefine. EPDefine.
Tag Database Tag Manually Collector Enumerated Set Uzer-Defined] ypes
Tags 1) Tag: Tag322
pag Hane General Colection | Scaing | Compression | Calcuiaion | Advanced |
'  View By Tagname ala Source
View By Description ollector [SvSTEM4_FIx =]
View Tagname and Description ource Addiess | -]
Select All ata Type | Singhe Float =
Unselect All wmerated Set Hame | =
Trand [~ 1s Amay Tag
_ Soction Ot
Show Previous Tagnamies - )
ol e BT e
ollection Type |Poled =
Codlection Interval |5 | Seconds =l
Collection Offset o [Seconds =]
Time Resolution [Seconds =
Condition Based Collecti
Condition B ased " Enabled = Disabled
Tigger Tag [ =
Compatizon - -|
Compare Value I
£ > End of Collection Makers & Enabled = Disabled
Right Mouse Fes Additional Opbons
*Ussr-Defined and Anray tags i Dal

The last 10 values of the tag appear.
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| Tagname | Timesternp | ae | usity 1
DesbiwgT ag 1242372002 211:50 P 37 41665 Good
DiestivgTag 12/23/2002 211:49 P 37 41665 Giood
DiestiwgTag 1242372002 211:48 PM 47 41665 [iood
DestivwgTag 1272372002 211:47 PM 4741589 Good
DesbivegT ag 1242372002 211:46 PM 4741583 Giood
DestivgT ag 124232002 2 11:45 P 4741563 Giood
DiestiwgTag 12/23/2002 211:44 P 47 41569 Giood
DestiwgTag 12232002 211:43 P 47 41584 [Good
DiesbéowgT ag 1272372002 211:42 PM 47.41583 Giood
DestivwgT ag 1242372002 211:41 PM 37 41665 Good

((I <| Critenia | ¥ })l

Stop Data Collection

Procedure
1. Access Historian Administrator (on page 234).
2. Select Tags.
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T - Ao
Proficy HIStONION g, [Frm] o cotimr Oosstios © ssems Dt

Recarve Aate 7 [Evantz/Min)

; Aschive Compression BT G Memory

‘Wiite Cache Hit B CovnptonFate 7 (MB/Day]
Faded \Wiites T [Ewents) Historical Tags & (8 Used of 1,000,000 Licenzed)
Messages Since Statup 7 [Messages) SCADA Tags D0 Used of 2.400 Licenzad)
Bleats Since Statup 7 [Bdertz) Users 115 Licensed)
Caleulations [Eriabled) Alsem Fate 7 katres Min)

- ) ) Server o Server [E nabled] Alams Since Statup 7 (Akem)

11 3 4 5 8 T 8 9 W0 MaxSecadsBuller Dursion 201 [Days) Dustas Steves 4 [20 Licersad)

i~ Collectors ™ Auto Fiefiesh

-~
W

€ Aleits W Show lerts I Ao _Retresh |
Tinestamg | Topic | Message
£ >

3. Select the tag whose data collection you want to stop.
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About
Proficy” Historian . ,
CY Tag Wain WMain  PTaos U Collectors @ DataStores € Messages  /Help
X, Search Historian. B2 Copy/Rename E-'Hld.lu. ﬂhdd.lﬁiuu. EPDefine. EDefing.
JTaq Databaze Tag Enumeiated Set User-Delinedl ypes
I ——)
Tags (1] 1 Tag: Tag322
T Colaction Compression | Calcul

I T:;gm GH‘MHI | sm| l Calculabon  Advanced |
Data Collection Options
Tire Assigned By [Cotector =l
Time Zone Biss [min] [0
Time Adustment | Do Not dpast For Sousce Time Difference = |
Data e I -
Security
Read Group | =
Wite Group I _:]
Adrmanister Group | =l
Audit
Last Modiied Maver
Modilied By

Debate
< >
Right Mouse For Addhonal Opbons
| ® UserDefined and Asay tags

4. Select Collection.



Cloud Historian | 9 - Using Historian Administrator | 319

Proficy” Historian _ ~am
24 Tag Maintenance WMain  PIags ¥ Collectrs @ DataStores € Messages  I)Help
@ Search Histonan Eﬂlﬂmﬂlmm E’
Taq Database Tag m"‘“‘ W mﬂhﬂ- @PDefine.
Tage (1] Tag: Tag322
[:::E.’gm |§;"’: Scaling | Compression | Calculstion | Advanced |
Description
D escrphon |
EGL Descrgbon |
Comment
Stepviahe " Ensbled & Disabled
Spare Configuration
Spare 1 |
Spae 2 |
Space 3 |
Spae 4 |
Spae 5 |
Diglete:
= 3
Right Mouse For Addtional Options
* UserDefined and Anay tags

5. For the Collection field, select Disabled.
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Proficy” H 'S}S,[,'-ﬂun“ @Main  Plags O Collectors @ DataStores € Messages Help
@, Search Historian @aCopy/Rename  §AddTag  EJAdd Tags From  EDefine D efine
Taq Database Taa Hanually LCollector Enumerated Set Uszer-DefinedT ypes
Tags (1) Tag: Tag322
| :"9:2:“ Genesal Colection |5Mhﬂ| L‘.n-rrn'm] Calcadation | mml
- Data Source
Colloctor [svsTEMA_iFIX =]
Source Address [ [l
Data Type |Sn;ﬁthal ﬂ |
Enumerated 5at Hame | _|
[~ Is Aray Tag
Trigger Tag | []
Conparion O
Compare \Valus |
= > End of Collection Markers & Enablad * Disabled
Right M For Additional O
- !'Jﬂs:l'DD:I:duuﬂAnw lag;m Collection iz Cusrently Disabled Update Dbt

6. Select Update.

7. To stop data collection on a tag:
a. From the list in the left-hand window of the page, select a tag.
b. In the window on the right side of the page, select Collection.
c. For the Collection field, select the Disabled option.
d. Select Update.
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Proficy H|51t3h|:|_an P - o Dtian
A, Search Histotian B2Copy/Rename B AddTaq  EJAdd Tags From  gEJDefine D efine
Lag Databaze Tag Manually Collector Enumerated Set User-Definedl ypes
Tags (1) Tag: Tag322
! ::3:2“ General Colleclion |5:&q| Cmu'mun] '.e'-:aalonlmm|
Data Source
Colactor |WSTEH1_FH ﬂ
e |
Enumerated Set Mame | _I
[ s Avray Tag
Colleglion Doti
Collection (" Ensbled & Dissbled
Cobection Type [Poted =
Collaction Interval B [Seconds =
Collection Difsel [o [Sacond =
Time R esolution |‘.‘-ecand= j
Congition Based Collecti
Condition Based ™ Enabled + Disabled
Trgges Tag [ =l
Comparizon |'_ __I,
Compare Value |
< ¥ End of Collection Markers (v Enablad ™ Disabled
Right M. Fes Addiional Options
- I?;-D‘;;:durﬂﬁ\nw tage Collsction is Cunerithy Disabihsd Update Delate

The data collection for the tag is stopped.

Resume Data Collection

Procedure

1. Access Historian Administrator (on page 234).

2. Select Tags.
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T - Ao
Proficy HIStONION g, [Frm] o cotimr Oosstios © ssems Dt

Recarve Aate 7 [Evantz/Min)

; Aschive Compression BT G Memory

‘Wiite Cache Hit B CovnptonFate 7 (MB/Day]
Faded Wiites 7 [Events) Historical Tags 88 Used of 1,000,000 Licensed)
Messages Since Statup 7 [Messages) SCADA Tags D0 Used of 2.400 Licenzad)
Bleats Since Statup 7 [Bdertz) Users 115 Licensed)
Caleulations [Eriabled) Alsem Fate 7 katres Min)

- ) ) Server o Server [E nabled] Alams Since Statup 7 (Akem)

11 3 4 5 8 T 8 9 W0 MaxSecadsBuller Dursion 201 [Days) Dustas Steves 4 [20 Licersad)

i Collectors ™ Auto Fisfesh

-~
W

€ Aleits W Show lerts I Ao _Retresh |
Tinestamg | Topic | Message
£ >

3. Select the tag whose data collection you want to resume.



Cloud Historian | 9 - Using Historian Administrator | 323

About
Proficy” Historian . ,
CY Tag Wain WMain  PTaos U Collectors @ DataStores € Messages  /Help
X, Search Historian. B2 Copy/Rename E-'Hld.lu. ﬂhdd.lﬁiuu. EPDefine. EDefing.
JTaq Databaze Tag Enumeiated Set User-Delinedl ypes
I ——)
Tags (1] 1 Tag: Tag322
T Colaction Compression | Calcul

I T:;gm GH‘MHI | sm| l Calculabon  Advanced |
Data Collection Options
Tire Assigned By [Cotector =l
Time Zone Biss [min] [0
Time Adustment | Do Not dpast For Sousce Time Difference = |
Data e I -
Security
Read Group | =
Wite Group I _:]
Adrmanister Group | =l
Audit
Last Modiied Maver
Modilied By

Debate
< >
Right Mouse For Addhonal Opbons
| ® UserDefined and Asay tags

4. Select Collection.
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Proficy” Historian _ ~am
24 Tag Maintenance WMain  PIags ¥ Collectrs @ DataStores € Messages  I)Help
@ Search Histonan Eﬂlﬂmﬂlmm E’
Taq Database Tag m"‘“‘ W mﬂhﬂ- @PDefine.
Tage (1] Tag: Tag322
[:::E.’gm |§;"’: Scaling | Compression | Calculstion | Advanced |
Description
D escrphon |
EGL Descrgbon |
Comment
Stepviahe " Ensbled & Disabled
Spare Configuration
Spare 1 |
Spae 2 |
Space 3 |
Spae 4 |
Spae 5 |
Diglete:
= 3
Right Mouse For Addtional Options
* UserDefined and Anay tags

5. For the Collection field, select Enabled.
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About
PFDFCy Hls}glrl?ﬂru WMain  ¥laas @ Collectors @ DataStores € Messages )Help
A, Search Historian. HnCopy/Aename. EM{L‘LH. M_Lﬂm
Taq Database Tag Phofine.  ~ Pheline
Tage [1) Tag: Tag322
I ;%ﬂ General | ':E'E_"_“'_‘l 51‘-’*1:' Cmuﬁ:am| La-:ulal:nl M]
Data Source
Collector [svSTEM_FLX <
Erunersted Set Mame | =]
[ Iz Aray Tag
Colloction Dol
Collection @ Enabled Disabled
Collecion Type [Poted 2]
o e |5 |seconds |
Condition B )
Condition Based " Enabled ' Disabled
Trigger Tag | ]
Compasizon |'_ —_]_
Coomnpate Vake |
¢ Endol ColectionMarkesz & Ensbled [ Disabled
Riight Mouse For Additional Options
* UserDefined and Anay tags Update Delete

6. Select Update.
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E—— . dibonit
Proficy” Historian
y Tag Manbenance %Hﬂ E]I-n & Collactors .w £ Messages  J/Help
&, Search Historian @3Copy/Rename B AddTaq  EJAdd Tags From  gfDefine EPDefine
Iaq Databaze Tag HManually Lollectos Enumerated Set User-DefinedT ypes
Tags (1) Tag: Tag322
| ::’;::;u Genesal Eﬂd“"|5n¢h‘g| Em‘q:re-s-sm] -!':-=!':"-|Advmd|
Data Source
Collsctor |5~r5rgm_m ﬂ
Source Addiess [ _I
Data Trpo [Single Float =l
Ernumerated Set Mame | _I
[~ Is Amay Tag

Collection Ooti
Colection ™ Enabled i+ Disabled
Collection Type [Poled |
Collection Interval B [Seconds =]
Collection Diffset [o [Second: |
Tirr: Reschution [E-eccndx El
Condition Based Collecti
Condticn Baced (™ Enabled  Disabled
Trigger Tag | ||
Companson - -
Compare \Valus |

< > End of Collection Makers (¢ Enabled " Disabled

Right Mouse For Additional Options

.[?;Dmum Ay lagn Collection iz Cunerily Disabled Update Delete

The data collection for the tag is resumed.

Get all the Fields Related to a Tag

Procedure

1. Access Registry Editor.

2. Create a DWORD (32-bit) registry entry named GetAllTagProps for the collector in
the following registry path: HKEY_LOCAL_MACHI NE\ SOFTWARE\ Ww6432Node
\Intellution, Inc.\iHistorian\Services\OPCCol | ector
\* OPC.Intellution_IntellutionGatewayOPCServer

3. Provide the value 1 for the registry entry.
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Remove A Tag

About this task

When you remove a tag, it is removed from the tag database, but all data for that tag is retained in the
archive and the tag name cannot be reused. Since the tag data is still available from the archive, you can
still reference that tag from within a calculation formula, for example, or by using the Excel Add-In.

If, however, you want to remove the tag data as well from the archive, you can delete it permanently (on
page 330).

Whenever you delete/remove tags, the following collectors reload only the modified tag(s) without

restarting the collectors.

« OPC Collector

« iFIX Collector

« Simulation Collector

- Server-to-Server Collector
« OSI PI Collector

By default, the On-line Tag Configuration Changes option is enabled, which allows a tag to stop and restart
data collection without restarting the collector. If you disable the On-line Tag Configuration Changes
option, any changes you make to the tags do not affect collection until you restart the collector. To enable
or disable the On-line Tag Configuration Changes option, access Historian Administrator, and then select
Collectors > Advanced.

Restarting the collector stops and restarts the tag(s) collection and may record bad data samples to the
collection. All the collector configuration changes done within a 30-second time frame are batched up
together. To collect the modified data faster, update/modify a small set of tags at a time. If the modified
tags get zero bad markers and available runtime values at the same time, then precedence is given to

available runtime values instead of zero bad markers.

-
0 Tip:

« To collect the modified data faster, update/modify a small set of tags at a time.

- When updating large sets of tags at the same time, the best practice is to disable the On-

line Tag Configuration Changes option and restart the collector after modification.
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Procedure
1. Access Historian Administrator (on page 234).

2. Select Tags.

Ebout
TwMain | Plags | T Collectors B DataStores €3 Messaqes ' 3/Help

Proficy HISSEELISLL

Recarve Aate 7 [Eveniz/Min _ _
: Aschive Compression BT e Memoy

Weite Cache Hit BT ConcungtonRate 7 [MB/Dayl
Fadad \Wiites T [Events) Histoeical Tags BB Usad of 1,000,000 Licensed
Messages Smce Statup 7 Messages] SCADA Tags 010 Used of 2400 Licensed)
Alests Since Staibgp 7 [erts) Users 1 (15 Licensed)
Calculations [Enabled) Alaem Flate 7 fAaerree i)
P y — Server lo Server [Enabled) Alaems Since Startup 7 [Alasma)
T2 3 4 5 8 7 & & 10 MaxScads Buffer Duration 201 [Days) Diata Stores 420 Licensed)
AONECtorE [T Audo Befesh |

-~
(¥

W Show Alerts [ Auto Refresh |

| Topic | Message

3. Select the tag that you want to remove.
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About
Proficy” Historian . ,
CY Tag Wain WMain  PTaos U Collectors @ DataStores € Messages  /Help
X, Search Historian. B2 Copy/Rename E-'Hld.lu. ﬂhdd.lﬁiuu. EPDefine. EDefing.
JTaq Databaze Tag Enumeiated Set User-Delinedl ypes
I ——)
Tags (1] 1 Tag: Tag322
T Colaction Compression | Calcul

I T:;gm GH‘MHI | sm| l Calculabon  Advanced |
Data Collection Options
Tire Assigned By [Cotector =l
Time Zone Biss [min] [0
Time Adustment | Do Not dpast For Sousce Time Difference = |
Data e I -
Security
Read Group | =
Wite Group I _:]
Adrmanister Group | =l
Audit
Last Modiied Maver
Modilied By

Debate
< >
Right Mouse For Addhonal Opbons
| ® UserDefined and Asay tags

4. Select Delete.
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-84 : ot
Proficy HlS}EEEmle %Moin  Ploas ¥ Collectos D DatoStores & Messoges Help
a . EPDetine.
Search Historian %Eméﬂmm. Eaﬂm @Jﬁﬂﬂlﬂiﬁﬂl % User-Dofined] voos

Tags (1) Tag: Tag322
[ ;:&m [General| Cobection | Scaing | Compression | Calcutotion | Advanced |

Description

Descrphion |

EGU Descrption |

Comment

Stepvaiue " Ensbled (& Disabled

Spare Configuration

Spare 1

Spare 2

Spae 4

|
|
Space 3 |
|
|

Spare 5

€ b

Right Mouse For Additional Options
* User-Defined and Anay Lags

The Delete Tags window appears.
5. Select Remove Tag from System, and then select OK.

A message box appears, asking you to confirm that you want to remove the tag.
6. Select Yes.

The tag is removed.

Deleting Tags Permanently

About this task
When you delete a tag, the tag as well as all the data for that tag is removed from the archive and the tag
name is available for reuse. You can no longer query the data for that tag. If, however, you want to just

remove the tag, but retain the tag data, refer to Remove A Tag (on page 327).

Procedure
1. Access Historian Administrator (on page 234).

2. Select Tags.
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T - Ao
Proficy HIStONION g, [Frm] o cotimr Oosstios © ssems Dt

Recarve Aate 7 [Evantz/Min) : )
; Aschive Compression BT G Memory

‘Wiite Cache Hit B CovnptonFate 7 (MB/Day]
Faded Wiites 7 [Events) Histoeical Tags 88 Used of 1,000,000 Licensed)
Messages Since Statup 7 [Messages) SCADA Tags 00 Used of 2.400 Licenzad)
Bleats Since Statup 7 [Alerts) Users 115 Licensed)
Calculations [Enabled) Al Rate 7 [Alasrres.in
- ) - Server o Server [E nabled] Alams Since Statup 7 (Akem)
11 3 4 5 8 T 8 9 W0 MaxSecadsBuller Dursion 201 [Days) Dustas Steves 4 [20 Licersad)
i Collectors ™ Auto Fisfesh
€ >
Alerts ¥ Show Alets I Auo _Retiech |
Timestaeng | Tepic | Message
€ >

3. Select the tag that you want to delete.
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About
Proficy” Historian . ,
CY Tag Wain WMain  PTaos U Collectors @ DataStores € Messages  /Help
X, Search Historian. B2 Copy/Rename E-'Hld.lu. ﬂhdd.lﬁiuu. EPDefine. EDefing.
JTaq Databaze Tag Enumeiated Set User-Delinedl ypes
I ——)
Tags (1] 1 Tag: Tag322
T Colaction Compression | Calcul

I T:;gm GH‘MHI | sm| l Calculabon  Advanced |
Data Collection Options
Tire Assigned By [Cotector =l
Time Zone Biss [min] [0
Time Adustment | Do Not dpast For Sousce Time Difference = |
Data e I -
Security
Read Group | =
Wite Group I _:]
Adrmanister Group | =l
Audit
Last Modiied Maver
Modilied By

Debate
< >
Right Mouse For Addhonal Opbons
| ® UserDefined and Asay tags

4. Select Delete.
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"Hi ! fbout
Proﬁcy HlSTto?EEmrlm WMain  ¥Tags © Collectors [ DataStores €0 Messages 1) Help
l::\ " .

Search Historian %Eméﬂmm E'aild_l_ﬂ_ @Jﬁnﬂ_ﬂ_ﬂm EPDefine. @Poeline.
Tags (1) Tag: Tag322
| 123”22“ [Genera ] Collection | Scaling | Compression | Calculstion | Advanced |
Description
Descrption [
EGL Descrphon |
Comment
Stpae  Ensbled (% Disabled

Spare Configuration

Spare 1

Spare 2

Spae 4

|
|
Space 3 |
|
|

Spare 5

€ b

Right Mouse For Additional Options
* User-Defined and Anay Lags

The Delete Tags window appears.
5. Select Permanently Remove Tags From System, and then select OK.

A message box appears, asking you to confirm that you want to delete the tag.
6. Select Yes.

The tag is deleted.

Managing Collectors

About Collectors

A collector collects tag data from various data sources.

How tag data is stored if using collectors of on-premises Proficy Historian (TLS encryption is not used):
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1. Collectors send a request to AWS Network Load Balancer (NLB) to write tag data.

2. NLB sends the request to Data Archiver. If user authentication is needed, Data Archiver sends the
request to UAA, which verifies the user credentials stored in PostgreSQL. After authentication, NLB
confirms to the collectors that data can be sent.

3. Data collected by the collector instances is sent to NLB.

4. NLB sends the data to Data Archiver directly. After authentication, Data Archiver stores the data in
EFSin .iha files.

How tag data is stored if using Historian Collectors for Cloud (TLS encryption is used):

1. Collectors send a request to AWS NLB to write tag data. Since the request is encrypted, port 443 is
used.

2. NLB decrypts the request and sends it to Data Archiver. If user authentication is needed, Data
Archiver sends the request to UAA, which verifies the user credentials stored in PostgreSQL. After
authentication, NLB confirms to the collectors that data can be sent.

3. Data collected by the collector instances is encrypted and sent to NLB using port 443.

4. NLB decrypts the data and sends it to Data Archiver. After authentication, Data Archiver stores the
data in EFS in .iha files.

How data is retrieved:

1. Clients (that is, Excel Addin, the Web Admin console, the REST Query service, or Historian
Administrator) send a request to NLB to retrieve data.

2. NLB sends the request to Data Archiver, which retrieves data from EFS. If, however, user
authentication is needed, Data Archiver sends the request to UAA, which verifies the user
credentials stored in PostgreSQL. After authentication, data is retrieved from EFS.

To send data using a collector, you must:

1. Install collectors (on page 26).

You can install collectors on multiple Windows machines. These machines can be on-premises or

on a virtual private cloud (VPC).

2. Create a collector instance.
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Access/Modify a Collector

Procedure
1. Access Historian Administrator (on page 234).
2. Select Collectors.

Proficy Hlsstﬂls?&, WMain  Dlags | ¥ Collectors | D DataStores € Messages  3)Help

Recarve Rate 155 [EventsMin)

Auchive Compeession  [EETRNNNN  Server Memory

Write Cache Hi TR Cooounctonfste 003 [ME/Day)
Fadad ‘Wiites 0 [E vents) Higtaonical Tags 5[5 Used of 1.000.000 Licenzed)
Messages Since Stadup 24 [Messages) SCADA Tags 0 [0 Used of 2.400 Licensed)]
Alerts Since Startup 13 [Adents) Users 115 Licensed)
Calculations [Enabled) Alam Rate 0 [Adarma/Min]
i Seaved bo Server [Erabbed) Alaimns Since Statup 0 [Alamms)
I 2 3 4 8 & 7 8 0 B0 Max Scada Bulfer Duration 207 [Days) Data Stores 320 Licensed)
I Auo Relresh |

STYSTEMA FI<

< >
& Alens R Show Aleits ™ Auto Refresh |
Timnestamp | Topse | Message

A list of collectors appears.
3. Select the collector whose details you want to access/modify.
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Proficy” Historian
Colsct

About

o Mstenance  BMain  9lags U Collectors @ DataStores € Meszanes 3/Heln

Collector: SYSTEMA_iFIX

General | Configuration | Tags | Advanced | Parfoamance | Redundancy

Status
Colection Status Stopped
™ Resume Collechon (+ Pause Colection

Total Events Collected 0

Total Events Repoted 0

Descrplion

Description [srSTEMA_Fr<

Colector Type | - J
Resouwrces

Computer Name |Syﬂcml

Memady Bulfes Size [MB) |2!J

Minimum Free Space (MB) [150

Debste

4. As needed, modify values as described in the following tables, and then select Update.

Table 37. The General Section

Field

Description

Collection Status Field

The current operating status of the collector. Contains one of the follow-
ing values:
« Running: The collector is operating and collecting data.
- Stopped: The collector is in pause mode and not collecting data.
« Unknown: The status information about the collector is unavail-
able at present, perhaps as a result of a lost connection between
collector and server or because the collector was shut down im-
properly.
You can specify whether you want to pause or resume data collection.

Total Events Collected

Not applicable

Total Events Reported

Not applicable




Cloud Historian | 9 - Using Historian Administrator | 337

Field

Description

Description

The name of the collector.

Collector Type

The type of the collector.

Computer Name

The machine name of the computer on which the collector is installed.

Memory Buffer Size
(MB)

The size of the memory buffer currently assigned to the store-and-for-
ward function. The memory buffer stores data during short-term or mo-
mentary interruptions of the server connection; the disk buffer handles
long duration outages. To estimate the size you need for this buffer, you
need to know how fast the collector is trying to send data to the serv-
er and how long the server connection is likely to be down. With those
values and a safety margin, you can compute the required size of the
buffer.

Note:

If you enter a new value for this parameter, the change is effec-

tive the next time you restart the collector.

Minimum Free Space
(MB)

The minimum free disk space that must be available on the computer. If
the minimum space required is not available when the collector starts,
the collector will shut down.

Table 38. The Tags Section

Field

Description

Add Prefix to Tag

A prefix that is automatically added to all tag names when you add tags.

Collection Interval

The time required to complete a poll of a given tag on the collector. It is
also used in unsolicited collection. In effect, it specifies how frequently
data can be read from a tag. The collection interval can be individually
configured for each tag.

- ™
Note:
To avoid collecting repeat values with the OPC collector when
using device timestamps, specify a collection interval that is

greater than the OPC server update rate.
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Field Description

Collection Type Indicates whether this collector is configured for polled or unsolicited
data collection.

Time Assigned By Indicates whether the timestamp for the data value is provided by the

collector or the data source.

Collector Compres- Indicates whether collector compression (on page 279) is enabled as
sion a default setting. This option is overridden by tag-level settings.
Deadband The default setting of the collector compression deadband in absolute

or percentage range values.

Compression Timeout | The default setting for the collector compression time-out for tags
added through the Add Multiple Tags From Collector window. You must
enable collector compression to use this field.

Spike Logic Control Indicates whether incoming data samples for spikes are captured in tag
values. If spike logic is enabled, a sample of equal value to the previous-
ly archived sample is inserted into the archive in front of the spike value.
For more information, refer to Enable Spike Logic (on page 342).

Table 39. The Advanced Section

Field Description

On-line Tag Configura- | Indicates whether you can make changes to tags without having to
tion Changes restart the collector. If you disable this option, any changes you make to

tags do not affect collection until you restart the collector.

Browse Source Ad- Indicates whether you want the collector to respond to requests to
dress Space browse the tags in the source. You may sometimes want to disable this
feature to reduce processing load on the collector.

Synchronize Time- Adjusts all outgoing data timestamps to match the server clock. This
stamps to Server Time | option is not applicable when you configure timestamps to be provid-
ed by the data source. Note that this does not change collector times to
match the server time; it adds or subtracts an increment of time to com-
pensate for the relative difference between the clocks of the server and
collector, independent of time zone or day light savings time (DST) dif-

ferences. If the collector system clock is greater than 15 minutes ahead
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Field

Description

of the archiver system clock, and the Synchronize Timestamps to Serv-
er option is disabled, data will not be written to the archive.

Source/Device Time-
stamps

The time source for the timestamps. This field applies only if you are
using source timestamps. The collector uses this field to determine
whether the timestamps coming from the data source are in local ma-

chine time or UTC.

Delay Collection at
Startup

The number of seconds to delay collection on startup (after loading its

tag configuration).

Rate Output Address

Not applicable

Status Output Address

Address in the source database into which the collector writes the cur-
rent value of the collector status, letting an operator or the HMI/SCADA
application know the current status of the collector.

This address should be connected to a writable text field of at least 8
characters. This value is only updated upon a change in status of the

collector.

For an iFIX collector, use TX tag for the output address. Enter the ad-
dress in the following format: NODE.TAG.FIELD (for example, MyN-
ode.MyCollector_TX.A_CV).

For an OPC collector, use an OPC address in the server. Refer to your
OPC documentation for more information.

Heartbeat Output Ad-
dress

Address in the source database into which the collector writes the heart-
beat signal output. This address should be connected to a writable ana-

log field.

For an iFIX collector, use an iFIX tag for the output address. Enter the
address in the following format: NODE.TAG.FIELD (for example, MyN-
ode.MyCollector_AO.F_CV).

For an OPC collector, use the OPC address in the server. Refer to your

OPC documentation for more information.

The data collector writes the value of 1 to this location every 60 seconds

while it is running. You can program the iFIX database to generate an
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Field Description

alarm if the Heartbeat Output Address is not written once every 60 sec-

onds, notifying you that the data collector has stopped.

Table 40. The Performance Section

Section Description

Report Rate Displays the average rate at which data is coming into the server from
the collector. This is a general indicator of load on the Historian collec-
tor. Since this chart displays a slow trend of compressed data, it may

not always match the instantaneous value of report rate.

Compression Displays the effectiveness of collector compression. If the chart dis-
plays a low current value, you can widen the compression deadbands to
pass fewer values and increase the effect of compression.

Overruns Not applicable

Delete a Collector

About this task
When you delete a collector, all of its tags are deleted from the Historian database.

Procedure
1. Access Historian Administrator (on page 234).

2. Select Collectors.
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Proficy HIS}ELI&I’L: WMain  Dlags | ¥ Collectors | D DataStores € Messages  3)Help

Recarve Rate 155 [EventsMin)

Auchive Compeession  [EETRNNNN  Server Memory

Write Cache Hi TR Cooounctonfste 003 [ME/Day)
Faded Wiikes 0 [E vents) Higtaoncal Tags 5[5 Used of 1.000.000 Licenzed)
Messages Since Statup 24 [Messages] SCADA Tags 00 Used of 2,400 Licensed)
Alerts Since Startup 13 [Aderts) Users 115 Licensed)
Calculations [Enabled) Alarn Flabe 0 [Adammaz/Min]
i Seaved bo Server [Erablied] Alaimns Since Statup 0 [Alamms)
12 3 & 6 8 7 8 0 W0 MaxScadsBulfer Duration 201 [Days) Data Stores 3(20 Licensed)
org ™ &uto Rafrash |

STYSTEMA FI<

< >
£ Aleits ' Shiow Alests I Aulo Rehech |
Timestamp | Tope | Message

A list of collectors appears.
3. Select the collector whose details you want to delete.
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- oo = About
Proficy H'Sr}ﬂﬁ” ,  WMain Ploas O Collectors ©DotaStores € Messages ()Ml

Collector: SYSTEMA_iFIx
General | Configuration | Tag: I Advanced | Parfoamance | Rednd'at.}ll

Status
Colection Status Stopped
™ Resume Collechon (+ Pause Colection

Total Events Collected 0

Total Events Repoted 0

Descrplion

Deescription [SvSTEMA_FI<

Codector Typs | - J
Resowces

Computer Name |S:.Jslcml

Memory Bulfes Size [MB) (20
Minimum Free Space (MB) [150

Debste

4. Select Delete.
A message appears, asking you to confirm that you want to delete the collector.
5. Select Yes.

The collector is deleted.

Enable Spike Logic

About this task

When compression is enabled in the Historian archive, only the first instance in a series of data falling
within a deadband range will be collected to the Historian archive. When that data is plotted using
interpolation, false values are inserted into the chart to create a smooth trend between intervals in a given
time period. In most cases, interpolation gives a reasonable portrayal of the actual data for a given time
period.

Unfortunately, in the event of a spike in data values, an unrealistic set of samples is created when the data
is plotted. Instead of showing the results of compression (the same values over a series of intervals),
arising or falling slope is created in the chart. This gives the impression that values for a given time
stamp are higher or lower than they actually were. The figure below shows the difference between the raw
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data for a series of samples, and how the samples would be plotted if data compression were enabled,

assuming all values between 10 and 20 are in the deadband range.

Raw Data vs. Interpolated Data

120

100

[mn]
[

B Interpolated Data
B Raw Data

Data Values
(]
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=
=
!

20

|:| .
S E PPN F P DD DD R
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Time Stamp

Spike logic monitors incoming data samples for spikes in a tag's values. If spike logic is enabled, a
sample of equal value to the previously archived sample is inserted into the archive in front of the spike
value. The time stamp of the inserted value is determined by your polling interval. If samples are collected
at one-second intervals, the inserted sample's time stamp will be one second before the spike. This

helps identify the spike, and retains a more accurate picture of the data leading up to it, as shown in the

following image.
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Procedure

1. Access Historian Administrator (on page 234).

2. Select Collectors.
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Proficy H'S.},G?LL?*'L, Wmain  Plaas | U Collectors | @ DataStores € Messages  2)Help

Recarve Rate 155 [EventsMin)

Auchive Compeession  [EETRNNNN  Server Memory

Write Cache Hi TR Cooounctonfste 003 [ME/Day)
Faled Wiites 0 [Events) Historical Tags 5[5 Used of 1,000,000 Licensed)
Messages Since Statup 24 [Messages) SCADA Tags 00 Used of 2,400 Licensed)
Alerts Since Startup 13 [Alerts) Users 115 Licensed)
Calculations [Enabled) Alam Rate 0 [Adarma/Min]
i Seaved bo Server [Erablied] Alaimns Since Statup 0 [Alamms)
L I D B e Max Scada Bulfer Duration 207 [Days) Data Stores 320 Licensed)
— I Ao Refresh |

Qut Of Qvcder | Aied

< >
& Alens R Show Aleits ™ Auto Refresh |
Timestamp | Tope | Message

A list of collectors appears.
3. Select the collector to which you want to apply spike logic.
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Proficy” Historian
Colsct

of Mantenance

WwMain  ¥Taas

Collector: SYSTEMA_iFIX
Gﬂvﬂll:u\‘q;dnnl Tags IAdvawﬂdI Pﬂ!urrmncal Ruﬁ.lﬂuwyl

fibout

© Collectors @ DataStores € Messages  /Help

Status
Codection Status Stopped
" Resume Collection + Pause Colection
Total Events Collected 1]
Total Events Reported 0
Description
Drescription [SYSTEMA_FIx
Colector Type [Fre |
Resouwrces
Computer Name [Gystema
Memory Bulfer Size (MB)  [20

Minimum Free Space (MB) [150

Dielate

4. Select Tags.
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TV - About
Pr’OfICy HIS}E&ED&M: B Main Dags ¥ Collectors [ DataStoeres &1 Messages o/ Help

Collector: SYSTEMA_iFIx
General | Configuration Adva:ced | Parfoamance | Rednd'at.}'[
Status
Colection Status Stopped
" Resume Collechon + Pause Colection

Total Events Collected 0

Total Events Repoted 0

Descrplion

Descrgtion [srSTEM4_FI<

Codecton Type | - J
Resowces

Computer Name |S:.J5!cml

Memory Bulfes Size [MB) (20
Minimum Free Space (MB) [150

Debste

5. Under Default Compression, in the Spike Logic Control field, select Enabled, and then select one of
the following options:

« Multiplier: Specifies how much larger a spike value must be than the deadband range before
spike logic will be invoked. For example, if you enter 3, and the deadband percentage was
set to 5%, spike logic will not be invoked until the difference between the spike value and the
previously archived data point is 15% of the EGU range.

« Interval: Specifies how many samples must have been compressed before the spike logic
will be invoked. For example, if you enter 4, and 6 values have been compressed since the
last archived data sample, spike logic will be invoked.

6. Select Update.
The spike logic is enabled.
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Maintaining, Operating, and Monitoring Historian

Maintain, Operate, and Monitor Historian

To ensure reliable, error-free operation over a long period of time, develop and execute a consistent

maintenance program for the Historian system and the data it collects. The subsequent topics provide

guidelines for setting up such a plan and for monitoring and interpreting system performance indicators.

Data Types

Historian uses the following data types.

Data Type Size Description Valid Values
Single Float 4 bytes Stores decimal values up to | 1.175494351e-38F to
6 places. 3.402823466e+38F
Double Float 8 bytes Stores decimal values up to |2.2250738585072014e-308
15 places. 10 1.7976931348623158e

+308

Single Integer 2 bytes Stores whole numbers. -32767 to +32767

Double Integer 4 bytes Stores whole numbers. -2147483648 to
+2147483648

Quad Integer 8 bytes Stores whole numbers. -9,223,372,036,854,775,808
(negative 9 quintillion) to
+9,223,372,036,854,775,807
(positive 9 quintillion)

Unsigned Single Integer 2 bytes Stores whole numbers. 0to 65535

Unsigned Double Integer 4 bytes Stores whole numbers. 0 to 4,294,967, 295 (4.2 bil-
lion)

Unsigned Quad Integer 8 bytes Stores whole numbers. Oto
18,446,744,073,709,551,615
(19 quintillion)

Byte 1 byte Stores integer values. -128 to +127

Boolean 1 byte Stores boolean values. 0=FALSE and 1=TRUE (any

value other than zero is
treated as one)
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undetermined size. This
data type is useful if you
cannot rely on a constant
string length from your data

source.

Data Type Size Description Valid Values
Fixed String Configured | Stores string data of a fixed |0 and 255 bytes
by user size.
Variable String No fixed size | Stores string values of

Binary Object

No fixed size

Stores binary data. This is
useful for capturing data
that can not be classified by
any other data type.

Scaled

2 bytes

Stores a 4 byte float as a 2
byte integer. The scaled da-
ta type saves disk space but
sacrifices data precision as
aresult.

-~

Note:

N

may suffer a loss of precision value due to a Visual Basic limitation.

Tags associated with Quad Integer, Unsigned Double Integer, or Unsigned Quad Integer data types

~

J

Scaled Data Types

Historian uses the high and low EGU values to store and retrieve archived values for the scaled data type.

This allows you to store 4 byte floats as 2 byte integers in the archive. Though this saves disk space, it
sacrifices data precision. The smaller the span is between the high and low EGU limits, the more precise
the retrieved value will be. When calculating the value of a scaled data type, you can use this formula:

Archi vedVal ue = (((Real Wrl dval ue -

(EngUni ts->Hi gh - EngUni ts->Low)

For example: A value of 12.345 was stored in a scaled tag whose high EGU was 200 and low EGU was 0.

EngUni t s->Low) /

* (float) HR SCALED MAX_VALUE) + .5);

When later retrieved from the Historian archive, a value of 12.34473 will be returned.
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Important:

Values that are outside of the EGU range of a scaled data type tag are stored as bad,
scaledoutofrange in Historian. Changing either the High or Low EGU tags does not affect existing
data, but only affects the new data with new timestamps. You cannot correct values for scaled
data types that were inserted while EGUs were incorrect. If necessary, contact technical support
for additional information.

Quad Integer Data Types: The high and low EGU limits for Quad Integer, Unsigned Single Integer,
Unsigned Double Integer, Unsigned Quad Integer are between 2.2250738585072014e-308 to
1.7976931348623158e+308.

Set the Size of a Fixed String Data Type

About this task

Using the fixed string data type, you can store string data of a fixed size. This is useful when you know
exactly what data will be received by Historian. If a value is larger than the size specified in the Data
Length field, it will be truncated.

Procedure
1. Access Historian Administrator (on page 234).

2. Select Tags.
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3. Select the tag for which you want to set a fixed string data type.
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About
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4. Select Collection.
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5. In the Data Type box, select Fixed String.
6. Enter a value in bytes in the adjacent field.
The fixed string data type is set for the tag.

Develop a Maintenance Plan

The primary goal of a maintenance plan is to maintain integrity of the data collected. If you are successful
in this regard, you will always be able to recover from a service interruption and continue operation with
minimal or no loss of data. Since you can never ensure 100% system uptime, you must frequently and
regularly back up current data and configuration files, and maintain non-current archive files in a read-only
state, following the guidelines for backup and routine maintenance.

Routine Maintenance: On a regular schedule, examine and analyze the system performance indicators

displayed on the System Statistics page of Historian Administrator as follows.
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Table 41. System Statistics Performance Indicators

Field

Recommended Action

Consumption Rate of
Archive Storage

If the rate is excessively high, reduce the rate at which data flows into the sys-
tem or increase the filtering applied to the data to lower the rate of archiv-
ing. To reduce the collection rate, slow the polling rate on some or all tags.
To increase filtering, enable compression at the collector and/or archiver and

widen the compression deadbands.

Failed Writes

If the display shows a significant number of failed writes, investigate the
cause and take corrective action to eliminate the malfunctions. Refer to the
Dat aAr chi ver - XX. | og file or query the message database to determine

the tags for which failed writes occurred.

For example, trying to write values to a deleted archive causes failed writes.
Trying to archive data with a timestamp that precedes the start time of the
first archive, trying to write to a read-only archive, or trying to write a value
with a timestamp more than 15 minutes ahead of the current time on an

archiver will produce a failed write.

System Alerts

Not applicable

On a regular schedule, examine and analyze the performance indicators displayed in the Performance

section.

Table 42. Collector Performance Indicators

Field

Recommended Actions

Avg. Event Rate Chart

Not applicable

Compression Chart

Is compression effectiveness acceptable?

If not, verify that compression is enabled and then widen the deadbands to in-

crease the effect of compression.

Overruns Chart

If the value is anything other than zero, determine the severity and cause of

the problem and take corrective action.




Troubleshooting

Cloud Historian | 9 - Using Historian Administrator | 355

Solve Minor Operating Problems

The following is a table of troubleshooting tips for solving minor operating problems with Historian.

Issue

Suggested Action

After setting the system clock
back, browsing the collector from
Historian Administrator produces
a Visual Basic script error.

Delete temporary Internet files and restart Internet Explorer.

With the Historian Administrator,
switching usernames causes the
system to reject the login if the
User must change password at
next login option is selected at

time of user creation.

New users with this setting must log in to the appropriate Windows
operating system at least once. If the login attempt fails, run Histo-
rian Administrator as an administrator, and log in with a new user-

name and password.

Excel Sample Reports do not dis-
play data.

When opening a Sample Excel report, you may receive a message
prompting you to update all linked information in the workbook
(Yes) or keep the existing information (No). It is recommended that
you select No and keep the existing information. The links will be au-
tomatically updated for your worksheet. Save your worksheet after

the links have been updated.

Need to connect an Historian
Server to an Historian Client

through a firewall.

Open port 14000 to enable client to server connection through a fire-

wall.

Receiving archive offline failed

writes messages.

These occur when the timestamps of data being sent to the archiv-
er are not in the valid time range of any online archives. For example,
failed writes occur when the timestamps appear before the oldest
archive, the archive is offline, or timestamps are more than 15 min-

utes past the current time on another archiver.

FAQ: Run a Collector as a Service

The following list is frequently asked questions about running a collector as a service.

Can all collectors be run as a Windows service? If not, which ones cannot?
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The OPC Collector, Simulation collector, and Server-to- Server collector can be run as

services. The iFIX collector run as a background task and cannot be run as a service.
Can all collectors be run as an application? If not, which ones cannot?

All collectors can run as applications (console programs). This includes the Simulation
Collector. To make a collector run as a console program, pass a RUNASDOS command line

parameter.
What does "running as a service" mean?
It means that the collector appears in the Control Panel list of services. It can run at system
boot or be run with a different username and password from the currently logged-in user.
How can the iFIX collector be set up to run when no one is logged in?

It can be set up to run without a user login by adding it to the iFIX SCU task list as a
background task and by configuring iFIX to continue running after logging off in local

startup.

How do you shut down a collector running as console application?

Collectors started as console applications should be shut down by typing S at the command

prompt in the DOS window and pressing Enter.

Can a collector be run as a Windows service and then stopped and restarted?

Yes. Collectors that can run as a service can be stopped and started in Control Panel

Services. They can be paused/resumed through Historian Administrator.

What is the difference between running a collector to start as a service on boot up using the
Services applet in Control Panel versus running iFIX as a service, which starts the collector through
the startup task configuration in the SCU?

The collectors that can run as a service would not be started from iFIX. They can be started
from the Control Panel start at system boot. Although you cannot run an iFIX collector as a

service, you can log off and on while it is running.

Changing the Base Name of Automatically Created Archives

About this task
When the IHC file is created, it stores the name of the server inside the IHC file. Automatically created
archives use that server name from the IHC file as a base name, not the Base Archive Name configured in

Historian Administrator.
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When you manually create an archive, however, the archive uses the Base Archive Name from Historian

Administrator.

If you move an IHC file from one machine to another, you may want to change the default base archive
name to match the new server. To change the default Base Archive Name, create a new .IHC file.

Procedure
1. Export your tags using the Excel Add-in.
The Fields to Export window appears.

2. Select all tag attributes and select OK.

The data is exported to a new Excel worksheet.

3. Examine the Comments column in the new worksheet. To ensure a clean import, the Comments
column must be completely full or completely empty. If no comments are found, this column must
be deleted to ensure a clean import. If only some comments are missing, the missing fields must
be filled out with comments.

4. Save the Excel spreadsheet.

5. Stop the Data Archiver service.

6. Open the default archive path in Windows Explorer and rename the .IHC file.

Rename MyMachi ne. | HCto MyMachi ne. OLD.
7. Restart the Data Archiver service.
A new, blank IHC file is created for the machine.
8. Import your tags to this new configuration using the Excel Add-In.

Configuring the Inactive Timeout Value

About this task

The Non-Web Administrator offers a configurable timeout. This configurable timeout determines how long
the Non-Web Administrator will wait before severing its connection to an inactive Historian archive. The
default timeout value is 90 seconds.

Procedure
1. Assuming Historian is already open, double-click on the Main button to open Historian
Administrator Login window.
2. Select the Browse for Server button.
3. Select the Historian server you wish to configure from the Servers list.

4. In the Connection Timeout field, select the Use Value option and enter a timeout value in seconds.
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Configuring Deep Data Tree Warnings

About this task
Reading and writing to deep trees with large time ranges can be very inefficient. Create a
MaxIndexRecursionDepth registry key to configure the depth at which the archiver will warn about deep

data trees.

Procedure

1. From the Start menu, select Run, and then enter Regedi t .

2. Open the following key folder: HKEY _LOCAL_MACHI NE\ SOFTWARE\ | nt el | uti on, Inc.
\'i Hi stori an\ Servi ces\ Dat aAr chi ver

3. Create a value as DWORD called MaxIndexRecursionDepth.

4. Set MaxindexRecursionDepth to a number higher or lower than the default value of 900.
To get more warning messages, set a smaller number if you have an archive which is 10 to 100
deep.

5. Select OK.

6. Close the Registry Editor.

7. Restart the archiver for the changes to take effect.

Control Data Flow Speeds with Registry Keys
Configure buffer flush speed with the BufferFlushMultiplier key

Store-and-forward buffering is a key feature of Historian collectors. It prevents data loss during planned or

unplanned network outages between a collector and Historian server.

If the collector is disconnected from the archiver for several hours or days, many megabytes of data can
be buffered and must be delivered by the collector to the Data Archiver upon reconnect. Since all data is
sent from the collector to the archiver in time order, the design goal has been to catch up to real time as

quickly as possible by sending data as fast as possible.

If this is not the desired behavior because you want to limit the network load on a slow, shared Wide Area
Network (WAN) or you want to limit the CPU load on the Data Archiver caused by the incoming data, you

can configure the collector to throttle the data it is sending.
! Important:
Because data is sent in time order (oldest first), you will not be able to retrieve current historical

data until the throttled flush is complete.

Configuring the throttle is easy, but it requires modifying a registry key, so it should be done with caution.



Cloud Historian | 9 - Using Historian Administrator | 359

A DWORD registry key called BufferFlushMultiplier is present under each collector. For Windows 32-bit, it
is located under HKey_Local _Machi ne\ Sof tware\l ntellution, Inc.\iHi storian\Services
\ YOUR_COLLECTOR _TYPE. For Windows 64-bit, it is located under HKEY_ _LOCAL_MACHI NE\ SOFTWARE
\ VWw6432Node\ I ntel lution, Inc.\iH storian\Services\ YOUR COLLECTOR TYPE.

- To slow the store and forward throttling, set the value of BufferFlushMultiplier to 2. The 2 means
that the collector should never send data at more than 2 times its normal rate to limit network and
CPU load.

« To disable throttling, set the value of BufferFlushMultiplier to O or delete the registry key.

Control archiver speed with the NumintervalsFlush registry key

The NumintervalsFlush registry key controls how quickly the collector sends data to the archiver. The
collector collects from the data source at the user configured rate, but for efficiency it bundles data
samples in a single write to archive. By default, the collector will send data to archiver every 2 seconds or
10,000 samples, whichever happens first. Most often, it sends every 2 seconds because the collector is
not collecting that many samples that fast.

If you need collected data sent to archiver right away, so that it is available for retrieval or for calculations,
use the NumintervalsFlush registry key.

You will have to create the registry key, as it does not exist by default. Create a DWORD value

called NumintervalsFlush under the collector, in the same place as HISTORIANNODENAME and
INTERFACENAME. On a 64-bit Windows Operating System, all 32-bit component-related registry keys
(such as collectors, Client Tools, and APIs) will be located under HKEY_LOCAL_MACHI NE\ SOFTWARE
\ Ww6432Node\ I ntel lution, Inc.\iH storian\.

The preferred setting for Num Intervals Before Flush is 5. The intervals are 100 millisecond increments.
The default of 20 means (20 * 100nmsec) = 2000 msec = 2 seconds. Set the value to 5 and the collector
will send every 500msec.

Note:

Changes to the registry key do not take effect until the collector is restarted. This setting affects

the sending of data whether it was collected polled or unsolicited.

Configure Inactive Server Reset Timeout

You can configure inactive server connections to reset automatically with the SocketRecvTimeOut registry
key. SocketRecvTimeOut configures a timeout that forces the connection to drop and re-establish if no
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data is received during the specified time. Consider this configuration when your collector goes to status

Unknown for long periods of time even when the connection between collector and archiver is good.

Create a DWORD registry key SocketRecvTimeOut under the collector where the problem is occurring and
set to a value greater than 90 seconds. A typical value would be 300 seconds. If no bytes are received by

the collector for 300 seconds, then the network connection will be closed and re-established.

Historian Errors and Message Codes

When you review errors and messages, for example, in an Historian archiver log file, full descriptions are
usually included. If a number appears instead of a description, use the following table to determine the

meaning of the error or message.

Table 43. Historian Error Codes and Messages

Number Description
-32 Operation not permitted
-31 The requested data store was not found
-29 A supplied argument is outside the valid range
-28 A supplied argument is NULL
-27 A supplied argument is invalid
-25 Attempted data delete outside allowed modification interval
-24 Data Retrieval Count Exceeded
-23 Invalid Server Version
-21 Calculation Circular Reference
-20 Not Licensed
-19 Duplicate Interface
-18 No Value
-17 License: Invalid License DLL
-16 License: Too Many Users
-15 License: Too Many Tags
-14 Invalid Tagname
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Table 43. Historian Error Codes and Messages (continued)

Number Description
-13 Write No Archive Available
-12 Write Outside Active
-11 Archive Read Only
-10 Write Archive Offline
-9 Write in Future
-8 Access Denied
-7 Not Valid User
-6 Duplicate Data
-5 Not Supported
-4 Interface Not Found
-3 Not Connected
-2 API Timeout
-1 FAILED
0 OK
0 Undefined
1 Connection Successful
2 Connection Unsuccessful
3 Audited Write
4 Audited Write Update
5 Audited Write Out Of Order
6 Audited Write Update Out Of Order
7 Message On Update
8 Message On Update Out Of Order
9 License Library Function Missing
10 License Library Missing
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Table 43. Historian Error Codes and Messages (continued)

Number Description
11 Failed Write
12 Tag Added
13 Tag Modified
14 Tag Deleted
15 Interface Added
16 Interface Modified
17 Interface Deleted
18 Archive Added
19 Archive Add Failure Time Overlap
20 Archive Deleted
21 Archive Overwritten
25 Archive Five Days Till Closing
26 Archive Three Days Till Closing
27 Archive One Day Till Closing
28 License Key Removed
29 License Max Tags Exceeded
30 License Max Users Exceeded
31 License Max Tags Exceeded Shutdown
32 License Max Users Exceeded Shutdown
33 License Library Invalid
34 Buffer Normal
35 Buffer On Disk
36 Buffer Out Of Space
37 Incomplete Shutdown
38 Archive Modified
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Table 43. Historian Error Codes and Messages (continued)

Number Description
39 License Expired
40 Buffer Could Not Create
41 Archiver Startup
42 Archiver Shutdown
43 Audit Status Changed
44 Option Modified
45 Write Processing Stopped
46 Write Processing Resumed
47 Interface Status Unknown
48 Archive Closed
49 Interface Stopped
50 Interface Started

Scheduled Software Performance Impact

Running continuous disk scan software applications such as anti-virus scans, or any other software that
accesses disk drives to a high degree may affect the overall performance of your Historian System by

competing with Historian for disk resources.

If your Historian System requires that you need an extremely high throughput (20k/sec or greater),

consider disabling the scheduled software execution.

Intellution 7.x Drivers as OPC Servers

The ABR and the ABC drivers are OPC v2.0 compliant. All other Intellution 7.x drivers, including the MBT,
support OPC v1.0 compliance.

Version 7.x drivers also comply with the OLE for Process Control (OPC) v1.0a standard. Any 1.0-compliant

OPC client application can access process hardware data through the 1/0 Server.
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Troubleshooting Failed Logins

The following is a table of error messages, possible causes, and recommended corrective actions for

failed logins sometimes experienced with Historian Administrator.

Error Message

Suggested Action

User does not have authority to read messages.

The user is NOT a member of iH Readers nor a
member of the iH Security Admins security groups.
To access the Main Page, the user must have read

access.

[07/18/2001 03:00:46.071 PM] USER: DO-
MAINT\administrator TOPIC: Security MSG: DO-
MAINT\administrator(administrator) unsuccess-
fully connected at 07/18/2001 03:00:46.071 PM.
Not able to establish session to the server from

a remote Web-based Clients. Page cannot be dis-
played.

Error in Internet Explorer. Check network connec-
tion or IIS on the server.

[07/17/2001 07:56:06.950 PM] USER: DataArchiver
TOPIC: Security MSG: DataArchiver(DataArchiver)
Exceeded number of licensed users at 07/17/2001
07:56:06.950 PM (NumUsers=0 MaxUsers=0)

Outdated or failed HASP key is attached. Obtain
new key from technical support.

[07/17/2001 07:58:18.980 PM] USER: \baduser
TOPIC: Security MSG: \baduser(baduser) unsuc-
cessfully connected at 07/17/2001 07:58:18.980
PM.

Bad password for user account. Enter correct

password.

[07/17/2001 07:58:48.712 PM] USER: \administra-
tor TOPIC: Security MSG: \administrator(adminis-
trator) unsuccessfully connected at 07/17/2001
07:58:48.712 PM.

DataArchiver service is not running. Results in a
Failed to connect to server error. Make sure data
archiver service is running and that the user did not
enter a bad password.

[07/17/2001 07:23:44.397 PM] USER: DataArchiver
TOPIC: Security MSG: DataArchiver(DataArchiver)
Exceeded number of licensed tags at 07/17/2001
07:23:44.397 PM (NumTags=1021 MaxTags=0)
Must Shutdown

Number of configured tags exceeds number of
tags allowed by the key. Delete enough tags to
meet the license limit or obtain a license for more

tags from technical support.
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Error Message Suggested Action

[07/17/2001 07:35:32.134 PM] USER: DataArchiv- | License on key has expired (archiver will not start).
er TOPIC: Security MSG: DataArchiver(DataArchiv- | Obtain a new license from technical support.

er) Licensed expired. Must shutdown 07/17/2001
07:35:32.134 PM. To troubleshoot, refer to the
DataArchiver.log file.

Troubleshoot Data Collector Configuration

Troubleshooting Data Collector configuration and/or performance requires a thorough understanding
of how Historian works and how the various parameters affect system operation. Armed with this
knowledge, you can usually localize a problem to one or more functions or parameter settings and take
effective corrective action.

Historian offers several tools to help find the cause of an operating problem.

LOG files

The system creates a new log file each time an archiver or collector is started. You can open
these files in Notepad or another text editor. The - nn suffix in the file name indicates the

place of each log file in the time sequence.

The data collector log files, located in the LogFi | es folder within the Historian
program folder, are a historical journal of every event affecting operation of the
collector.

The Dat aAr chi ver - nn. LOGfiles are sequential files for the archiver only.

The i FI X col | ect or-nn. LOG files contain performance information on iFIX collector

functioning.

SHW file

The Data Collector .SHW file shows configuration data for collectors and is also located
in the LogFi | es directory under Historian. Verify that the parameter and configuration
settings match what you configured. You can open this file in Notepad or another text editor.

Collector Maintenance Performance Indicators
These performance and status indicators can be a major aid in identifying, localizing, and
diagnosing a problem with a collector.

Collector Maintenance pages
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The Collector Maintenance pages can provide useful information about settings and
selections of various options and parameter values. Examine each field and verify that it is
appropriate for the current application.

Troubleshoot Tags

Tag Configuration

To diagnose a problem in tag configuration, examine the .LOG and .SHW files in the Historian/Logfiles
directory. Since these files are a journal record of all system events and parameter modifications
important to a system administrator, they can be helpful in identifying and localizing the source of a

system malfunction or data error.
Stale Tags

If you are not seeing all stale tags in the Historian Web Admin, the ClientManager service may be down. If

so, the thread that processes stale tags is suspended until connection is restored.



Chapter 10. Monitoring

Access Logs

Before you begin
Deploy Proficy Historian for AWS (on page 14).

About this task
You can access and analyze logs using CloudWatch. Historian also provides a custom dashboard, which

contains a few important widgets to monitor memory utilization, etc.

Procedure
1. Log in to AWS Management Console.
2. Under All Services > Management & Governance, select CloudWatch.
The CloudWatch page appears.
3. In the left section, select Dashboards.

CloudWatc Switch to your original interface
CloudWatch x
Overview info 1h 3h om @ oo an
Favorites ]
Overiew - Actions ¥
b Alarme & @ | O Alarms b]" ﬁWS 'S.E‘I‘Vil:E infa Wiew recent alarms dashboard
¥ Logs . i . 3
Services B In alarm 1 Insufficient data 1 oK1 Archiver-Alarm i A
Lo growups 6
route 53 | A
i35 Inssghits . ErmorMat > 5 for 1
* Metrics 4
0745 TS
* X-Ray traces
# Events
k= Application monitoring
- Default Dashboard

4. From the list of dashboards, select the one that contains the EKS cluster name.
The following widgets appear.
« Historian Archiver Pod Memory Utilization
« Historian Archiver Pod Network Bytes
« Historian Archiver Pod CPU Utilization
« Cluster Node Memory Utilization
« Cluster Node CPU Utilization
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Praficy-Hiztorian-Hittorian-EX5-123-Dashisoand- 12534 1 Covtam (i) B

You can add more widgets as needed. For information on dashboards and widgets, refer to https://

docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/CloudWatch_Dashboards.html.
5. Under Logs, select Log groups.
6. From the list of log groups, select the one that contains the EKS cluster name.
The logs generated by Data Archiver appear.

The logs are retained for the retention period you set while deploying Proficy Historian for AWS (by

default, 30 days). You can change the retention period by selecting the link in the Retention column

in the list of log groups.

Access Events

About this task
Historian uses AWS CloudTrail to capture the consumption of data. Using CloudTrail, you can view the
amount of tag data that is written to Data Archiver and the tag data that you fetch from Data Archiver.

An event is generated every hour in CloudTrail, containing the total number of data samples (in millions)

that are fetched from Data Archiver in that hour.

For example, suppose you plot the trend chart of tag values in the past hour, and 10,45,000 samples
are fetched from Data Archiver. In the event, the usageQuantity is set to 1 (indicating 1 million), and
the usageDimension is set to Units Queri ed (indicating that this event is for fetching data from Data
Archiver). The remaining 45,000 samples are added to the ones collected in the next hour.


https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/CloudWatch_Dashboards.html
https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/CloudWatch_Dashboards.html
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Dashboard }
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Similarly, an event is generated every hour, containing the total number of samples (in millions) that are
sent to Data Archiver.

For example, if you have 1000 tags, each one set to a resolution of 1 second, 36,00,000 data samples are
written to Data Archiver per hour. In the event, usageQuantity is set to 3, and usageDimension is set to
Units Stored. The remaining 6,00,000 samples are added to the next hour.

aws 5% Services

.com/id/AZE2D14 C789767F5D18542B376D7,

CloudTrail b4 “attributes™:

Dashboard
Event history
Insights

Lake New

Trails

Pricing [4
Documentation [A
Forums [4

FAQs [4

Events are also generated when Data Archiver is started or stopped.
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Depending on the data samples sent or fetched from Data Archiver, the price (on page 9) of using
Proficy Historian for Cloud is calculated. You can then make the payment (on page 9) to continue using
Historian. If, however, you have applied a Historian license (on page 24), you are not required to pay for the

consumption.

Procedure
1. Log in to the AWS console.
2. Under All Services > Management & Governance, select CloudTrail.
3. In the left section, select Event history.
4. Set the Event source to metering-marketplace.amazonaws.com.

CloudTrail X CloudTr:
D . Event histﬁr}‘ (50+) 1nfe Create Athena table
Evamil histiory shons o thar Lt 90 darys of managemesnt eans
Event sounoe v Q |'|'1’\-:1’\r|="."-_|-|'|'..'|r5|;\-'|p:,:l.:¢ AT PRI DO >< L1 1 rs ) @
Lake Wew
> Event name Event time Event souros
TR E T
MtierLiage Apal 19, 2022, 14:23:47 (UTC+05:30) b {!
P 3 B marketplac e SmaToniws. o
A meterin
umentation (5 teterlsage April 19, 2022, 14:23:47 (UTC+05:30) mrk'1:m N
MRER -
Fas [ Meterlage April 19, 2022, 14:22:36 (UTC+05:30) ) H;:IH“‘ ————
TAF 1 AR K
" g
MeterUsage April 19, 2022, 14:22:36 (UTC+05:30) kol s R
LGl B
Meterliage April 19, 2022, 14:21:46 (UTC+0530) |1urh1.-l1;:]| 3O BMAZONINELL
metering-
MeterUsage Apnl 19, 2022, 14:21:46 (UTC+05:30) - k{‘;:'l{ U—
YR |3 e BT 7
e bering.
MeterUsage April 19, 2022, 14:20:35 (UTC+05:30) : mﬂ.
miarketplace. amazonaws.o
meebering:
MeterUsage April 19, 2022, 14:20:35 (UTC+05:30) "

marketplace amazoniws.o

A list of read/write events to Data Archiver appears. If needed, you can filter the events for a
specific time duration.

5. Select the event whose details you want to access.
The Meter Usage page appears, displaying the event details. In the Event Record section, the
usageDimension parameter indicates whether the event is for fetching data or writing data. The
usageQuantity parameter contains the number of samples that are fetched or written in that

duration.
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Access Logs

Before you begin
Deploy Proficy Historian for AWS (on page 14).

About this task
You can access and analyze logs using CloudWatch. Historian also provides a custom dashboard, which

contains a few important widgets to monitor memory utilization, etc.

Procedure
1. Log in to AWS Management Console.
2. Under All Services > Management & Governance, select CloudWatch.
The CloudWatch page appears.
3. In the left section, select Dashboards.

CloudWatc Switch to your original interface
CloudWatch x
Overview info 1h 3h om @ oo an
Favorites ]
Overiew - Actions ¥
b Alarme & @ | O Alarms b]" ﬁWS 'S.E‘I‘Vil:E infa Wiew recent alarms dashboard
¥ Logs . i . 3
Services B In alarm 1 Insufficient data 1 oK1 Archiver-Alarm i A
Lo growups 6
route 53 | A
i35 Inssghits . ErmorMat > 5 for 1
* Metrics 4
0745 TS
* X-Ray traces
# Events
k= Application monitoring
- Default Dashboard

4. From the list of dashboards, select the one that contains the EKS cluster name.
The following widgets appear.
« Historian Archiver Pod Memory Utilization
« Historian Archiver Pod Network Bytes
« Historian Archiver Pod CPU Utilization
« Cluster Node Memory Utilization
« Cluster Node CPU Utilization
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Proficy-Historian-Hittorian-EX5-123-Dashbsoand- 1254 Covtam (i) B
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You can add more widgets as needed. For information on dashboards and widgets, refer to https://

docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/CloudWatch_Dashboards.html.

5. Under Logs, select Log groups.
6. From the list of log groups, select the one that contains the EKS cluster name.
The logs generated by Data Archiver appear.

The logs are retained for the retention period you set while deploying Proficy Historian for AWS (by

default, 30 days). You can change the retention period by selecting the link in the Retention column

in the list of log groups.

Access Archives

Before you begin
Deploy Proficy Historian for AWS (on page 14).

About this task

Archives and log files are stored in Elastic File System (EFS). This topic describes how to access them for

troubleshooting, monitoring, etc.


https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/CloudWatch_Dashboards.html
https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/CloudWatch_Dashboards.html

Procedure
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1. Launch an EC2 instance. While launching the EC2 instance, under Configure Instance Details, in

the Network field, select the VPC in which you have deployed Proficy Historian for AWS. In addition,
in the Subnet field, select the public subnet of the VPC.

1. Choose AMI 2. Choose Instance Type

and more.

Mumber of instances

Purchasing option

3. ConTigure InSlance

Step 3: Configure Instance Details

Configure the instance 1o suit your requirements. You can launch multiple instances from the same AMI, request Spot instances 1o take advant

Request Spot instances

Launch into Auto Scaling Group (j

DHS Hestname

Placement group

Network i 3

Subnet [
Auto-assign PublicIP [ Use subnet setting (Enable) -
Hostname type (| Uze subnet setting (IP name) -

Enable resource-based IPv4 (A record) DNS requests

Add instance to placement group

c Create new VPC

Create new subnet

Note down the path to the .pem key file and the public IP address or DNS of the EC2 instance.

2. In the list of EC2 instances, select the check box corresponding to the one that you have created.

3. Select Actions > Security > Change security groups.

Instances (1/3)
aQ

=] Name Imstance IO

) Connect Instance state
Instance state  Instande type v Statul dheck Alsr statug
E} Rusmring t3.mediam @ Zf2 checks passed Mo alarms +
(& Running ¢5.xlarge @ 2/2 checks passed Mo alarms =
& Running 5 xlange (B) 2 bmmsien ne ia

Change security groups

{ F

Maodity 1AM rale

Conmect 1
View details
P

Manage instance state
i

Instance settings *
Hetworking ]
Security »
Image and temiplates "
Moniter and troubleshoot *

The Change security groups window appears.

4. In the Select security groups field, select the EKS cluster that you have created while deploying

Proficy Historian for AWS, select Add security group, and then select Save.


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-launch-instance-wizard.html
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Change security groups infe

Instance details

Instance 1D Network interface ID

Associated security groups

Q
Security groups associated with the network interface | )
Security group name Security group 1D

launch-wizard-5 sg-OcBe29addebe2efd4d | Remove

<D caution:

Do not remove any security group.

5. From the machine using which you want to access archive files, run the following command to

connect to the EC2 instance:

ssh -i <path to your .pemkey file> ec2-user@public |P/DNS of the EC2 instance>

6. Create a directory in the EC2 instance.

7. Access the AWS console.

8. Select EFS, and then select the EFS instance that contains the EKS cluster name.
9. Select Attach.
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Amazon EFS File systems fs-DdcBobdabesbd2c 73

Historian-KJ (

General

Performance mode

General Purpose

Throughput mode

Bursting

Lifecycle management

Transition into 1A None
Transition out of A None

Awvailability zone

Regional

Automatic backups

(&) Enabled

Encrypted
Mo

File system state
) Available

DINS name

Delete J

Edit |

10. Copy the value in the Using the NFS client field.

Attach

© Mount via DNS

Using the EFS mount helper:

[(F sudo mount -t efs -o tls

Using the NFS client:

Mount yeur Amazon EFS file system on a Linux instance. Learn more [

Mount via IP

[J sudo mount -t nfsd -o nfsverssd.l,rsize=1048576,wsizes]retranss2, noresvport

{ efs

Seoe our user guide for more infarmation. User guide [

Close

11. Paste the value in the EC2 instance terminal.

12. Access the directory that you have created in step 6.

The directory contains a folder named historian, which contains the archives and log files.
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Troubleshoot Connection Issues

Unable to Connect the Web Admin Console and the REST Query Service with the
Historian Server

Suggested solution: If you restart the EC2 instance on which you have deployed the Web Admin console
and the REST Query service, you must generate the configuration file once again to connect the Web
Admin console and the REST Query service with the Historian server.

Unable to Start the iFIX Collector

Description: Sometimes, an error occurs while starting the iFIX collector, stating that the collector fails to
start and prompting you to delete the collector. This happens because the iFIX collector service is created
with the default path setto C: \ Program Fi l es (x86)\ GE\i FI X\'i hFI XCol | ect or . exe, which
does not exist.

Workaround:

1. Select No in the error message.
2. In iFIX System Configuration (SCU), set the task parameters as follows:
» Filename: Enter <i nstal | ati on drive>:\Program Files (x86)\GE Digital
\Hi storian i Fix Collector.

« Command Line: Enter NOSERVI CE REG=<col | ect or name>.

Unable to Change the Destination of a Collector
If you try to change the destination of a collector from an on-premises Historian server to the cloud
counterpart, an error occurs, stating, "Unable To Start the Collector Instance...Please check the

parameters provided are valid and edit the Collector Instance...Press any key to exit the Application”.
This issue occurs only if the collector name does not contain a prefix of the collector type.

Workaround:

1. Access the registry entry for the collector instance.
2. Rename the instance as follows, and close the registry: <collector type>-<original name of the

instance>

For example, if the instance name of a Simulation collector is si i, rename it Si nul at i onCol | ect or -
simil.

Use one of the following prefixes based on the collector type:
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« SimulationCollector-

» OPCCollector-

» OPCUACO llector-

« OPCHDACOllector-

« PiCollector-

* PIDistributor-

« iFixCollector-

« ServerToServerCollector-

« MQTTCollector-

. Change the destination of the collector instance (on page 90). When asked for the name of the
collector instance, provide the original name (without the prefix). In the case of the previous

example, enter si n.

An error message appears, but it is expected; you can ignore it.

4. Close the d oudHi st ori anConfigurationUtility.exe tool

5. Access the registry entry for the collector instance, and undo the changes you made in step 2 (that
is, the collector instance should now contain the original name).

. Close the registry, and start the collector instance.
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